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I/O Subsystem & Using I/O cGroups



Agenda

● Characterizing Application Workloads

● Matching Workloads to Storage

● Tuning the I/O Subsystem

● I/O Cgroups
● IO Throttling
● Proportional disk time division
● Demo



Characterizing Application Workloads
Tools of the Trade



vmstat



iostat



blkparse



Blkparse Summary



btt



Seekwatcher



What We Can Measure So Far

● Type of workload

● Average I/O sizes

● Average bandwidth & IOPS

● Where I/O spends its time

● What applications are issuing I/O



Matching a Workload to a Storage Solution











Tuning the I/O Stack



tuned-adm

● Profiles
● enterprise-storage
● throughput-performance
● latency-performance



I did everything right, and it's still slow... What 
now?



Alignment

4KB = 8 512 byte blocks
Historically, partition 1 starts on sector 63.
63 * 512 = 32256

28672

32768

32256

36352



Other Reasons/Suggestions

● Check the I/O sizes against your RAID configuration

● Do other systems have access to the same storage?

● Have you identified any bottlenecks in the I/O path?

● Are you paying the NUMA penalty?

● Maybe it's time for a storage upgrade?



SSD used for DB logs
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IO Cgroups Overview

Storage
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Block IO Controller Policies

● IO Throttling

● Proportional weight based disk time division policy



IO Throttling Policy
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IO Throttling Interface

● Cgroup virtual file system interface
● Mount -t cgroup -o blkio none /cgroup/blkio

● Bandwidth and IO per second Rules

● READ/WRITE rules
● blkio.throttle.read_bps_device
● blkio.throttle.write_bps_device
● blkio.throttle.read_iops_device
● blkio.throttle.write_iops_device



IO Throttle Demo 1



Why Throttle
● Differentiated Quality of Service

● Resource Isolation



IO Throttle Demo 2



Proportional disk IO
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Proportional IO Interface

● Weight based proportional disk time division
● blkio.weight

● Global as well as per device weights
● blkio.weight_device

● Weight range 100 - 1000



Proportional IO Demo



Tips

● IO Throttling
● Filesystem ordered mode issue on host
● Useful in Cluster Configurations

● Proportional IO
● Most effective on single spindle disks
● Use group_isolation = 1



TODO

● IO Throttling
● Buffered WRITE control
● Global Limits

● Proportional IO
● Buffered WRITE control



More Information

● git://git.kernel.dk/blktrace.git

● git://git.kernel.dk/fio.git

● http://oss.oracle.com/~mason/seekwatcher/

http://oss.oracle.com/~mason/seekwatcher/
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