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AGENDA



AGENDA

What we’ll cover today
● History/background
● Installation
● Manifest
● Syncing content
● Tell Satellite about your world
● Domains
● Subnets
● Locations
● Organizations
● Lifecycle environments
● Content Views



AGENDA

What we’ll cover today
● Puppet Classes
● Host collections
● Provisioning templates
● Partition Tables
● Operating systems
● Activation keys
● Host groups
● Compute resources
● Build vm
● Add existing servers to Satellite
● Run remote commands



HISTORY



ABOUT US

Thomas Cameron and Rich Jerrido
● Thomas:

○ In the industry since 1993. CNE, MCSE/MCT, RHCA, AWS CSA-A. At Red Hat from 2005 til 
March of this year. Worked up from SA to global RHEL evangelist.

● Rich:
○ In the industry since 1999. MCSE, RHCA, RHCDS, RHCSS, RHCVA. Been at Red Hat since 

2010. Worked up from SA to technical master of Satellite.
● Interesting factoid: Rich is former USMC, Thomas is a former police officer. 



HISTORY

Satellite
● Satellite started as a fork of the online systems Red Hat used to manage system updates (Red 

Hat Network).
○ Very complex, required on-site consulting and the sacrifice of chickens to make work.
○ Initially closed source because of the embedded third party database.
○ The design was “figure out how to manage one system, then repeat.” This led to scaling 

issues.
○ Upstream is Spacewalk

● Satellite 6 was a complete rewrite, designed with cloud scale in mind.
○ Initial release had its challenges.
○ Today installation is pretty bulletproof.
○ Designed for complex networking environments and massive scale.
○ Upstream is Katello



PUBLIC SERVICE ANNOUNCEMENTS

Satellite
● Satellite 6.2 goes EOL soon. [31-May-2019]
● Satellite 5.8 goes EOL soon. [31-May-2020]
● Satellite 6.5 is required to manage RHEL8
● Satellite 6.6 will run on RHEL8. 



NOTE

We’re going to move FAST
● If you’ve seen this presentation before, you know we cover a LOT of ground in a very short 

amount of time.
● We used to do an installation overview because the installer was… challenging. Not true any 

more.
● We’re going to assume you already understand the basics of getting the Satellite server up and 

running. If not, please see our video from last year:
https://www.redhat.com/en/about/videos/summit-2018-red-hat-satellite-6-power-user-tips-and-tricks

● This slide deck WILL contain much of the info from last year, but the slides will be hidden for 
today. You can download this deck in its entirety from the Red Hat Summit web site.

https://www.redhat.com/en/about/videos/summit-2018-red-hat-satellite-6-power-user-tips-and-tricks


INSTALLATION



INSTALLATION

Steps

● Build system. 

○ /root should be around 40GB

○ /var is where your content will go - each distro will use 70GB or more. 

○ /var should be a separate partition.

○ Check the docs for the latest recommendations











































MANIFEST



MANIFEST

Obtain the manifest from access.redhat.com

● Install and allocate subscriptions



















SYNCING CONTENT



SYNCING CONTENT

This has changed slightly.

● The UI is now Patternfly



















SYNCING CONTENT

Note that I synced 7Server

● 7.x vs 7Server





SYNCING CONTENT

Now set up Products
● Red Hat supplied vs. customer defined
● Puppet



























































SYNCING CONTENT

Now that we’ve defined our content, it’s time to go fetch it

● Manual

● Automated





































TELL THE SATELLITE 
ABOUT YOUR WORLD



TELL SATELLITE ABOUT 

YOUR WORLD

Because Satellite is built for large, distributed environments, you have to tell it 

about your infrastructure!

● Tell it about:

○ Your DNS domain

○ Subnets it can manage

○ Locations

○ Organizations within your enterprise

● If it doesn’t know about these constructs, it won’t manage them



DOMAINS



DOMAINS

You need to configure the DNS domains the Satellite can work in

● Note that the default domain you set the server up with is not part of the default organization 

by default

● It’s also not available to the default location



























SUBNETS



SUBNETS

Configure subnets.
● Tell the Satellite server which subnets it is able to manage and provision servers on



































LOCATIONS



LOCATIONS

Locations are usually physical locations, like Austin, Dallas, and Houston, or 
North America, Europe, APAC, and so on.

Tell the Satellite about what locations it can manage
● Make sure that the locations reflect the correct organization, subnet, capsule, etc.





















ORGANIZATIONS



ORGANIZATIONS

Organizations are units which allow you to segregate workloads and 

subscriptions

● You might have multiple companies under one parent company

● You might have outsource partners who manage a set of systems

● You might have cost or organizational requirements

















LIFECYCLE ENVIRONMENTS



LIFECYCLE ENVIRONMENTS

Lifecycle environments are used to group servers and determine what 
software is available to which servers
● A common way to have Dev, QA, and Production lifecycle environments
● Attach development servers to the dev lifecycle, QA servers to QA, and production to prod
● Allows new software to be tested in dev, checked in QA, and not released to prod until it’s fully 

vetted and tested.
Satellite pulls packages from the Red Hat CDN to a lifecycle environment 
called the Library. 
● You should not attach systems to the Library. Its content will change pretty much every time 

you sync.
● Instead, copy content from the Library to dev, and test deployment on test servers. Then move 

that software to QA and test function on QA servers. Finally, once testing is passed, move it to 
production servers.



















CONTENT VIEWS



CONTENT VIEWS

Content views allow you to group repositories together and make them 
available as an installation and update source.
● You can have a simple setup where everything is under one CV - base OS, extras, EPEL, 

supplementary, HA clustering and Resilient Storage, etc. Nothing wrong with that in smaller 
environments

● You can have complex setups where there’s a CV for the base OS, a CV for extras, 
supplementary, optional, a CV for middleware, and so on.

● CVs can be aggregated as composite content views (CCVs).



















CONTENT VIEWS

Filters

● Filter by date, by package name, etc.

● This is how you freeze a release by date













































































PUPPET CLASSES



PUPPET CLASSES

Puppet is used for configuration management
● Set up customization for your puppet modules, if so desired















HOST COLLECTIONS



HOST COLLECTIONS

Host collections are used to install and remove software, apply errata, etc.
● Define your host collections
● Later, content hosts will go into these host collections













PROVISIONING TEMPLATES



PROVISIONING TEMPLATES

Provisioning templates are small, focused bits of snippets and code for the 
Foreman and Puppet to create kickstarts to build machines
● There are almost 90 templates in Satellite, inherited from the upstream Foreman project.

○ We really only use a handful for managing RHEL servers
● Many of the templates are locked. It is highly recommended you clone locked templates and 

modify the cloned templates









































































PARTITION TABLES



PARTITION TABLES

The default snippet for partitioning tells the installer to do automatic 

partitioning, which creates a large /home directory.

It’s 2019. No one has a home directory on a production server.



















OPERATING SYSTEMS



OPERATING SYSTEMS

Under Operating Systems, you can set parameters for what operating systems 

are available throughout your enterprise.

















ACTIVATION KEYS



ACTIVATION KEYS

Activation Keys start to tie everything together. When we register to the 
Satellite using AKs, we can set:
● Lifecycle environment
● Content View
● OS version
● Manage subscriptions
● Enable/disable repositories
● Assigned Host Groups

















































HOST GROUPS



HOST GROUPS

Host groups are used for provisioning. You’ll associate:
● Lifecycle environments
● Content Views
● Puppet infrastructure
● Puppet classes
● Networks

○ Note - don’t limit your HG to a subnet if you shouldn’t
● Operating system parameters

○ Partition tables
● Locations
● Orgs
● Activation Keys



































COMPUTE RESOURCES



COMPUTE RESOURCES

Compute resources are virtualization platforms with which Satellite can 
integrate
● Red Hat Virtualization
● Amazon EC2
● Google
● Libvirt
● Red Hat OpenStack
● Rackspace
● VMWare























BUILD A VM



BUILD A VM

We’re seeing the benefit of all our work! Red Hat Satellite enables you to 

deploy virtual machines, bare metal machines, and manage existing machines

● First we’ll show you a VM

● Then we’ll show you what a bare metal installation looks like

● Finally, we’ll go over adding existing systems to the Satellite































































































KICKSTART BARE METAL



KICKSTART BARE METAL

If you selected tftp during Satellite setup, you can also kickstart bare metal 
machines off the Satellite server
● You need the MAC address of the server to be kickstarted when you define the profile in 

Satellite
● You need to set the server up to PXE boot (or hit the key at boot time)





















REGISTER EXISTING SYSTEMS



REGISTER EXISTING SYSTEMS

If you have brought Satellite into an existing environment, it’s pretty easy to 
manage existing servers
● You can allow each admin to register their own servers, or you can create an account with 

minimal privileges to register servers to the Satellite server. We’ll demo what is required to 
register a system to the Satellite server.

● Normally, registering an existing system requires the Satellite admin to manually sign the 
puppet certificate to complete  the registration. We’ll show you how to auto-sign if it makes 
sense









































RUN REMOTE COMMANDS



RUN REMOTE COMMANDS

Satellite uses Ansible or plain old SSH to run remote commands. In any case, 
you need to make sure that the foreman-proxy account on Satellite can ssh 
into your hosts. 
● Hosts kickstarted from the Satellite automatically have the correct authorized_keys file. 
● Hosts registered via bootstrap.py may not.





































AND THERE YOU HAVE IT!



FINAL THOUGHTS

We’ve tried to pack about a week’s worth of training and decades of experience 
into 45 minutes. 

We know we didn’t cover everything - there’s simply not enough time in these 
short sessions. But this should make your lives a bit easier if you’re starting 
out with Satellite.

If you have any questions or suggestions, we’re rwj@redhat.com and 
tdcam@amazon.com - we’re happy to help out however we can!

If you liked today’s session, please rate us accordingly!

mailto:rwj@redhat.com
mailto:tdcam@amazon.com






SECTION BREAK



CONTENT

Stuff and things

● Bullets

○ More bullets

■ Ugh



CONTENT SLIDE
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CONTENT SLIDE


