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AGENDA
What we’re going to cover (quickly)

We’re going to be moving FAST!

● A little background/history
● Installation
● The Manifest
● Syncing content
● Tell Satellite about your world!
● Locations
● Lifecycle environments
● Content Views
● Puppet



AGENDA
What we’re going to cover (quickly)

Tell Satellite about your world

● Subnets
● Host Collections
● Domains
● Installation Media
● Provisioning Templates
● Operating Systems
● Activation Keys
● Host Groups
● Compute Resources
● Build a New Host



BACKGROUND/HISTORY



ABOUT US
Who are we, and why should you care?

● Rich Jerrido
● rjerrido@redhat.com, @sideangleside on Twitter
● 8 years at Red Hat, from sales engineer to technical leader for systems management
● Live in Philly, work globally
● Former United States Marine

Thomas Cameron

● thomas@redhat.com, @thomasdcameron on Twitter
● 12 years at Red Hat, from sales engineer to cross-portfolio technology guy
● Live in Austin, work globally
● Former police officer



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Initially designed re-using code from rhn.redhat.com (RHAS 2.1)

First released as a set of perl scripts and tarballs

● Required in depth experience, close work with the RHN engineering team, and the 
bottled tears of Isidore of Seville, the patron saint of software engineers

Initially closed source due to inclusion of proprietary database from The Vendor Who Shall 
Not Be Named

● But OSS DB tech caught up, and v. 5 was fully Open Source



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Relatively monolithic design, new features (monitoring, API support, etc.) were bolted on 
over time



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Relatively monolithic design, new features (monitoring, API support, etc.) were bolted on 
over time



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Version 5 is very full featured, supporting physical and virtual machine provisioning.

Not designed for cloud scale, though. Build/config one system then replicate it.

Upstream is the Spacewalk project.



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Version 6 is a COMPLETE REWRITE. There is no code shared between the products.

Based on a number of upstream projects:

● katello - content management
● the foreman - lifecycle management
● candlepin - subscription management
● pulp - content repository management
● Postgresql - database backend
● mongoDB - noSQL



ABOUT SATELLITE
Where Did It Come From? Where is it Going?

Designed for cloud scale and ease of use in large, distributed environments

100% Open Source

IMHO, one of the (if not the) most ambitious project Red Hat has ever started.



INSTALLATION



INSTALLATION
Super simple installation

36GB for root and 160GB for /var

At least 16GB memory (more is better) and at least 4GB swap.

● It takes 40-50GB for RHEL7 and associated channels (clustering, Optional, 
Supplementary, Extras, etc.). I made my Satellite server 200GB for growth.

● On my system, fully synced RHEL7 is about 100GB in /var/lib/pulp and about 16GB 
for /var/lib/mongodb





INSTALLATION
DNS Resolution

Forward and reverse must work. 

● You will have problems if they do not.





INSTALLATION
Register to Red Hat

Use subscription-manager





INSTALLATION
Register to Red Hat

Attach to the Satellite pool











INSTALLATION
Attach to correct repos

Disable all, then enable Server, Satellite, and Software Collections









INSTALLATION
Install additional software

Install sos, chrony, and anything else you need.

I usually install bash-completion, too







INSTALLATION
Enable chrony

systemctl enable chronyd

systemctl start chronyd

systemctl status chronyd





INSTALLATION
Update and reboot

yum -y update && init 6







INSTALLATION
Open the firewall up

firewall-cmd --add-service=RH-Satellite-6

firewall-cmd --permanent --add-service=RH-Satellite-6

firewall-cmd --add-service=tftp

firewall-cmd --permanent --add-service=tftp

firewall-cmd --add-service=dhcp

firewall-cmd --permanent --add-service=dhcp





INSTALLATION
Install the Satellite RPM and run the installer

yum -y install satellite







INSTALLATION
Install the Satellite RPM and run the installer

satellite-installer --scenario satellite \

--foreman-initial-organization "Red Hat" \

--foreman-initial-location Austin \

--foreman-admin-username administrator \

--foreman-admin-password red22hat \

--foreman-proxy-dns true \

--foreman-proxy-dns-interface eth0 \

--foreman-proxy-dns-zone tc.redhat.com \

--foreman-proxy-dns-forwarders 8.8.8.8 \



INSTALLATION
Install the Satellite RPM and run the installer

--foreman-proxy-dns-reverse 100.31.172.in-addr.arpa \

--foreman-proxy-dhcp true \

--foreman-proxy-dhcp-interface eth0 \

--foreman-proxy-dhcp-range "172.31.100.128 172.31.100.254" \

--foreman-proxy-dhcp-gateway 172.31.100.29 \

--foreman-proxy-dhcp-nameservers 172.31.100.56 \

--foreman-proxy-tftp true \

--foreman-proxy-tftp-servername $(hostname) \

--foreman-proxy-puppetca true



INSTALLATION
Install the Satellite RPM and run the installer

Note that if you copy and paste from this slide deck, Google slides changes the quotes to 
curly quotes. You’ll need to make sure you’re using console quotation marks when you 
paste and not the curly quotes.













MANIFEST



MANIFEST
What is the manifest?

A manifest is a zip archive with gpg-signed XML documents inside which allow you to 
allocate your subscriptions to the Satellite server. You can allocate all or a subset of your 
subscriptions on a per-organization basis.



MANIFEST
Create the manifest

Go to http://access.redhat.com, log in, and choose “My Subscriptions.” 

http://access.redhat.com/










MANIFEST
Create the manifest

Scroll down and choose “Subscription Allocations”

In my lab, I already have a production Satellite server called satellite.tc.redhat.com - you can 
ignore that.







MANIFEST
Create the manifest

We’ll define a new Satellite server called sat6.tc.redhat.com for use for the rest of this 
demo.

Click “New Subscription Allocation,” set the Satellite name, the version, and click “Create.”







MANIFEST
Create the manifest

Go to the “Subscriptions” tab and allocate the subscriptions your organization has paid for 
to the Satellite.

● You can keep some on the CDN so that systems can attach directly
● You can allocate some to the Satellite server(s) in your organization

In this example, I assign 6 of my remaining 11 subscriptions to this new Satellite.

● This means I can connect 6 systems to this satellite for management.









MANIFEST
Create the manifest

After a few moments, you can refresh the screen and you’ll see the “Export Manifest” 
button appear.

Click it, and download the zip file. It is generated with the Satellite server’s name and a date 
stamp.









MANIFEST
Install the manifest

Log into your Satellite server through the web UI. It uses a self-signed certificate, so you’ll 
have to go through the security dance.











MANIFEST
Install the manifest

Got to the Content menu, and choose Red Hat Subscriptions

















PRODUCTS



PRODUCTS
Definition

In Satellite, we use the concept of a Product as an organizational unit to group multiple repositories 

together. Such repository collections are analogous to the concept of real life products. For example, if we 

view Red Hat Enterprise Linux Server as a Product in Satellite, the repositories for that product might 

consist of different versions (6.0, 6.1, 7.0), different architectures (i386, x86_64, s390x, arm), and different 

add-ons (Optional repositories, Supplementary repositories, Virt V2V tools). This unifies all related 

repositories within the Definitive Media Library (DML). Using Products ensures repositories that depend 

on each other are synchronized together. For Red Hat repositories, products are created automatically 

after enabling the repository.

https://access.redhat.com/documentation/en-us/red_hat_satellite/6.3/html/content_management_guide/importing_red_hat_content



PRODUCTS
Creating a new product

In this case, we want to make the packages from the Extra Packages for Enterprise Linux (EPEL) available 

in the enterprise, so we’ll define a new product for use for our distributions.



PRODUCTS
Creating a new product

Navigate to Content, then to Products, and create a new product











PRODUCTS
Creating a new product

Now we define the repository for the product. It can be either the Red Hat content delivery network (CDN), 

which we’ll see later, or a third party repo.

Note the Download Policy now includes three options:

● Immediate: The default download policy for repositories. When using this policy, all content is 

downloaded before publishing the repository.

● Background: A download policy that actively retrieves content units in the background after a 

publish has been performed.
● On-Demand: A download policy that only saves a content unit locally after a client has requested 

that content unit.









PRODUCTS
Adding Puppet module(s)

Satellite 6 currently uses Puppet for configuration management. In this example, I’ll set up a simple 
message of the day (MOTD) Puppet module







PRODUCTS
Adding Puppet module(s)

Note that you need additional Puppet modules for the MOTD module to work!











PRODUCTS
Adding Puppet module(s)

Add the Puppet product to your Satellite server





PRODUCTS
Adding Puppet module(s)

Create a repository for the Puppet modules













PRODUCTS
Adding Puppet module(s)

Add the modules to your repository











REPOSITORIES



REPOSITORIES
What is a repository?

Repositories are groupings of packages which make up part of a product. For instance, the base OS (RHEL 
6, RHEL 7) is actually made up of multiple repositories per architecture (x86, x86_64) – one for 6.0, one 
for 6.1, one for 7.0, one for 7.1, and so on. There are also repositories for Supplementary, Optional, Extras, 
clustering, OpenStack, etc. This is where you can choose which of the Red Hat repositories you want 
synchronized with your Satellite server. You may have standardized on RHEL 6.4 or later, so there's no 
need to synchronize 6.0, 6.1, etc. If you're not using OpenStack yet, don't bother syncing it.

There are two types of repositories we generally care about. 
● The Product repositories contain every single RPM which has ever been released for a distribution. 

So if a mythical package “foo” has had three releases (foo-1.0.1, foo-1.0.2, and foo-10.0.3) between 
7.2 and 7.3, for instance, all three of those packages will be available in the Product repositories.

● The kickstart repositories contain only those packages which appear on the distribution DVD iso 
images. They are only used for installing the operating system on Satellite-managed systems.



REPOSITORIES
Adding repositories to sync

Choose Content and the Red Hat Repositories. For this demo, I’ll set up a fairly simple environment.
● Red Hat Enterprise Linux 7

○ Core Linux Distribution
● Extras for Red Hat Enterprise linux 7

○ Contains rapidly evolving technologies that may eventually make it into the base repository. 
Some example packages are atomic, buildah, docker and runc

● Optional for Red Hat Enterprise linux 7
○ Open source software that either compliments software out of the base repository, or 

software that users would like but Red Hat generally does not want to support. 
● Supplementary for Red Hat Enterprise Linux 7

○ Proprietary licensed software some customers want.  Currently, this repository only contains 
IBM Java, VirtIO para-virtualized drivers for Windows and some fonts.

● Red Hat Satellite 6.3 Tools for Red Hat Enterprise Linux 7
● Red Hat Satellite 6.3 Tools - Puppet 4 for Red Hat Enterprise Linux 7

Note that RH-Common should not be used with newer Satellite servers!



REPOSITORIES
Adding repositories to sync

Notes: 
● Red Hat Satellite 6.3 Tools - Puppet 4 for Red Hat Enterprise Linux 7 is only for environments where 

you’ve upgraded to Puppet 4. I’m syncing it for a future upgrade, out of scope for today’s 
presentation.

● See https://access.redhat.com/articles/3358711 and 
https://access.redhat.com/documentation/en-us/red_hat_satellite/6.3/html/upgrading_and_updat
ing_red_hat_satellite/upgrading_puppet-1
 for details.

https://access.redhat.com/articles/3358711
https://access.redhat.com/documentation/en-us/red_hat_satellite/6.3/html/upgrading_and_updating_red_hat_satellite/upgrading_puppet-1
https://access.redhat.com/documentation/en-us/red_hat_satellite/6.3/html/upgrading_and_updating_red_hat_satellite/upgrading_puppet-1






REPOSITORIES
Adding repositories to sync

Notes: 
● RH-Common should not be used with newer Satellite servers!





















REPOSITORIES
Adding repositories to sync

Also sync the kickstart trees for your environment. Since I will only be installing RHEL 7.4 or newer, I just 
sync those trees.







SYNC CONTENT



SYNC CONTENT
Manual Process

Also sync the kickstart trees for your environment. Since I will only be installing RHEL 7.4 or newer, I just 
sync those trees.

Choose Content, then Sync Status









SYNC CONTENT
Manual Process

Hint: If you sync 7Server, it gets *everything* from GA through today. Then you can go back and sync 7.4 
and 7.5 and it will be a lot faster.
● 7Server has everything
● 7.0 has everything from GA up to, but not including, 7.1
● 7.1 has everything from GA up to, but not including, 7.2
● etc...









SYNC CONTENT
Manual Process

It will take a while the first time. Subsequent syncs will be much faster.







SYNC CONTENT
Manual Process

Now sync the rest of the content. It should go faster.







SCHEDULE CONTENT SYNC



SCHEDULE CONTENT SYNC
Automatic Process

You can schedule content syncs through the web UI. No more cron job!

Choose Content/Sync Plans

































LOCATIONS



LOCATIONS
We have to tell the Satellite server about the network layout

Locations divide organizations into logical groups based on geographical location. Each location is created 
and used by a single Red Hat customer account, although each account can manage multiple locations and 
organizations.

We have to define these locations by going into Administer/Locations





LOCATIONS
We have to tell the Satellite server about the network layout

Define a new location in the Satellite server for every location you have in your enterprise.

Remember we defined the Austin location at installation time. I’ll show you what Austin looks like, and 
then define a location for Dallas, as well.

We need to make a couple of changes. 
● Add the domain to the location
● Add the Organization to the location.

This just tells the Satellite server that those resources are available in these locations. If you have 
locations which are in different domains, or used by different organizations, proceed accordingly.

















LOCATIONS
We have to tell the Satellite server about the network layout

There are other changes to locations which we’ll make later, after we define some other resources. It’ll 
make sense by the end, be patient. 



















LOCATIONS
We have to tell the Satellite server about the network layout

Repeat for any additional locations.



LIFECYCLE ENVIRONMENTS



LIFECYCLE ENVIRONMENTS
A method for ensuring a safe progression of software from development to QA to 
production
The application life cycle is a concept central to Red Hat Satellite 6’s content management functions. The 

application life cycle defines how a particular system and its software look at a particular stage. For 

example, an application life cycle might be simple; you might only have a development stage and 

production stage. In this case the application life cycle might look like this:

● Development
● Production



LIFECYCLE ENVIRONMENTS
A method for ensuring a safe progression of software from development to QA to 
production
However, a more complex application life cycle might have further stages, such as a phase for testing or a 

beta release. This adds extra stages to the application life cycle:

● Development
● Testing
● Beta Release
● Production



LIFECYCLE ENVIRONMENTS
A method for ensuring a safe progression of software from development to QA to 
production
Choose Content/Lifecycle Environments





LIFECYCLE ENVIRONMENTS
Create 

The Library is where content synced from the Red Hat content delivery network is stored on your server. 
It will change every time you run an automated sync. For most users, you don’t want to attach systems to 
the Library. When we get into content views and filtering, later, it’ll become clear why.





LIFECYCLE ENVIRONMENTS
Create environments

You’ll create lifecycle environments depending on your workflow. For may enterprises, it’s a pretty 
standard setup:
● development (dev)
● quality assurance (qa)
● production (prod)















LIFECYCLE ENVIRONMENTS
Create environments

We’ll use these when registering systems, later.



CONTENT VIEWS



CONTENT VIEWS
Managing how systems access software and configuration

Red Hat Satellite 6 uses content views to create customized repositories from the core repositories in 
your Definitive Media Library (DML). It achieves this through defining which repositories to use and then 
applying certain filters to the content. These filters include both package filters, package group filters, and 
errata filters. We use content views as a method to define which software versions a particular 
environment uses. As mentioned earlier, a Production environment might use a content view containing 
older package versions, while a Development environment might use a content view containing newer 
package versions.

Each content view creates a set of repositories across each environment, which the Satellite Server stores 
and manages. When we promote a content view from one environment to the next environment in the 
application life cycle, the respective repository on the Satellite Server updates and publishes the 
packages.



CONTENT VIEWS
Managing how systems access software and configuration

Navigate to Content/Content Views

Reminder: Don’t use “Red Hat Common” any more. Now you should use “Satellite Tools.”







CONTENT VIEWS
Managing how systems access software and configuration

We’ll create a common content view (CV) for all RHEL 7 systems. We can stack CVs for specific content, so 
I will keep this a super basic CV.





CONTENT VIEWS
Managing how systems access software and configuration

Add the repositories you want your systems to have access to. There are generally two schools of thought:
● Only add the absolute bare minimum to keep tight control over what gets installed
● Make everything available to make your core build as flexible as possible

For this demo, I’m choosing the former. There are very good reasons for both methods. You’ll want to 
weigh the pros and cons of each for your enterprise.



CONTENT VIEWS
Managing how systems access software and configuration

Remember that 7Server is everything from GA through the last time you synced content. If you choose 
7.4, for instance, you’ll get everything from the release of 7.4 up but not including the content for 7.5.

You can use the 7.4, 7.5, etc. repos to lock down your systems to a specific release, or you can use 7Server 
and then set up date-based filters to lock down your systems to a specific release. In this example, I’ll use 
the 7.5 repo. 

You do want to add the kickstart tree to your CV if you’re going to provision off it. See 
https://access.redhat.com/solutions/3365941 for more details.

In this example, I’ll only add what’s needed to provision a base system and attach it to the Satellite server.

https://access.redhat.com/solutions/3365941










CONTENT VIEWS
Filters

Filters can be used to manage how content is presented via your CV. You can filter based on package 
name, package group name, date, and so on.

In this example, I’ll filter by package name to exclude emacs, because the One True Editor is clearly vi. 
Because it’s an exclude filter, it will include everything in the repository except what we’ve excluded.



















CONTENT VIEWS
Puppet modules

Here’s where we add the puppet modules we uploaded earlier. We need to add all three.























CONTENT VIEWS
Publish the CV

This is how we make this content available to the various lifecycle environments.

Press the “Publish new version” button at the upper right of the screen.

Note that the first time you publish, it is associated with the Library. We’ll need to promote it to dev, qa, 
and prod as well. 

In your enterprise, you’d promote content to dev, subscribe development systems to dev, do your 
development work, and when it’s ready for QA, you’d promote the content to QA. You’d then subscribe QA 
systems to the QA channel, do your QA testing, and when it passes, promote content to prod. You’d 
subscribe your production systems to the prod channel, and apply updates.























CONTENT VIEWS
A more specialized content view - web server

Next, we’ll create a CV for some web servers. We’re going to use drupal, which is available in the EPEL 
repository we synced earlier. We’ll also need some packages from Optional, so we’ll include that.

We’ll use a filter to make only the packages in EPEL necessary for drupal to install. Because it’s an include 
filter, it will exclude everything in EPEL except what we include.



























CONTENT VIEWS
A more specialized content view - web server

Publish the content view and promote it as before.









CONTENT VIEWS
Composite content view

Now create a CCV of the RHEL 7 and the Drupal 7 CVs















CONTENT VIEWS
Composite content view

Publish them as before.









PUPPET CLASSES



PUPPET CLASSES
Config management

Puppet is a tool for applying and managing system configurations. Puppet collects system information, or 
facts, and uses this information to create a customized system configuration using a set of modules. These 
modules contain parameters, conditional arguments, actions, and templates. Puppet is used as either a 
local system command line tool or in a client-server relationship where the server acts as the Puppet 
master and applies configuration to multiple client systems using a Puppet agent. This provides a way to 
automatically configure newly provisioned systems, either individually or simultaneously to create a 
specific infrastructure.



PUPPET CLASSES
Config management

Puppet uses the following workflow to apply configuration to a system.
● Collect facts about each system. These facts can include hardware, operating systems, package 

versions, and other information. The Puppet agent on each system collects this information and 
sends it to the Puppet master.

● The Puppet master generates a custom configuration for each system and sends it to the Puppet 
agent. This custom configuration is called a catalog.

● The Puppet agent applies the configuration to the system.
● The Puppet agent sends a report back to the Puppet master that indicates the changes applied and 

if any changes were unsuccessful.
● Third-party applications can collect these reports using Puppet's API.













DOMAINS



DOMAINS
Tell Satellite about the DNS domains it’s dealing with

The Satellite server as configured in this example manages DNS. You need to define the DNS zones 
(domains) and configure them so that the Satellite server can dynamically update the zone files.

DNS domains are not initially associated with any one organization.























SUBNETS



SUBNETS
Tell Satellite about the networks upon which it’s managing hosts

The Satellite server is capable of custom, per-subnet configurations for things like kickstarts. In order to 
customize those configurations, you have to define the subnets.









































SUBNETS
Use cases

Rich?



HOST COLLECTIONS



HOST COLLECTIONS
Local groupings of systems

Logical groupings of systems for use for patching and remote commands. Can be based on anything the 
admin wants – location (Austin, Dallas), role (dev, QA, production), category (app, web, database), or 
anything else.

















INSTALLATION MEDIA



INSTALLATION MEDIA
No longer visible!

If you were here last year, you remember me covering the configuration of installation media. This is no 
longer necessary.

See https://access.redhat.com/solutions/3365941 and 
https://bugzilla.redhat.com/show_bug.cgi?id=1382775 

With recent change in Red Hat Satellite 6.3, auto-creation of Installation Media for synced Kickstart 
repositories has been stopped, to support Synced Content under Media Selection option, when creating 
either a New Host or creating a New Host Group.

https://access.redhat.com/solutions/3365941
https://bugzilla.redhat.com/show_bug.cgi?id=1382775


PROVISIONING TEMPLATES



PROVISIONING TEMPLATES
For kickstart

Stackable, mix and match templates which are used to create a kickstart script when provisioning new 
hosts. We're going to make the templates commonly used in various methods of kickstarting (iPXE, 
PXELinux, and Satellite kickstart, %post, and user information) available to the organization and locations 
the Satellite server manages.











































ACTIVATION KEYS



ACTIVATION KEYS
Tying everything together

Activation keys enable a new host to attach to your Satellite and automatically join an environment (Dev, 
QA, Production), a content view or composite content view, consume the correct subscriptions to 
products, have the correct repositories available, and join the correct host collections (system groups)









































HOST GROUPS



HOST GROUPS
Think Puppet groups

Host groups are logical groupings of hosts, but for configuration management (puppet) and provisioning. 
Host collections, discussed earlier, are for grouping systems for administrative tasks. This is a side effect 
of using puppet for configuration management and katello for system management.











































COMPUTE RESOURCES



COMPUTE RESOURCES
What are compute resources?

Compute resources are hypervisors. Standalone KVM (libvirt), VMWare, and Red Hat Virtualization are all 
supported. We'll enable foreman to connect to the hypervisors via ssh with ssh keys.

















COMPUTE RESOURCES
Tips

Note the connection is qemu+ssh://root@[host]/system. The example on the page is wrong for this use 
case.

Don’t leave the box checked for random passwords!





COMPUTE RESOURCES
Password

Test the connection before continuing.











COMPUTE RESOURCES
Other VMs

In my case, I already have several VMs on the hypervisor.





BUILD A VM



BUILD A VM
We see the results of all this seemingly random work!













































BUILD A VM
Do we have our MOTD?





BUILD A VM
Are we attached to the correct repos?





BUILD A VM
Can we install drupal7 from EPEL?







BUILD A VM
Can we install other packages from EPEL?





BUILD A VM
Can we install EMACS?













THANK YOU
plus.google.com/+RedHat

linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat



CUSTOMIZATION INSTRUCTIONS

To make a copy of this deck for your use, go to "File" > "Make a copy" > and save 
to your own Google Drive.

PRESENTATION RESOURCES
For help getting started with presentations, check out the official 
Red Hat Presentation Guide. 

NEED HELP?
If you have any questions about your session content or using the speaker portal, 
contact presenters@redhat.com.

http://brand.redhat.com/applications/presentations/
mailto:presenters@redhat.com
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