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INFRASTRUCTURE CONSOLIDATION & OPERATIONAL EFFICIENCY

Eliminate storage as a discrete tier
Easily virtualize business applications,
maximizing resource utilization

Single budget for compute & storage
Single team managing infrastructure
Simplified planning & procurement
Streamlined deployment &
management

Single support stack for compute &

storage

Q. redhat.



RHHI ARCHITECTURE
Self healing and highly available

3-node base POD configuration

ANSIBLE
RHGS with 3-way replica, Arbiter configs
RHV-H with Self-Hosted Engine

SSD cache fronting spinning media esssssss;ss% sssszsszsss% sszssazszss%

HW & SW monitoring, fault correlation

RED HAT’
Ansible based deployment tool & playbook VIRTUALIZATION GLUSTER STORAGE

Software Solution with Reference Architecture

O. redhat



RHHI ARCHITECTURE

J

* Hosted Engine + GlusterFS
* Same nodes used to:
* Host the engine
* RunVMs
* Provide shared storage
e Storage is now highly available,
redundant and local

AKVM h aKVM L aKVM L

GlusterFS Volume

e (e — (— —
(o — | — |
Bricks Bricks Bricks

VMs and Storage with Engine inside a VM

[
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ARCHITECTURAL POD VIEW

gemu-kvm-rhev gemu-kvm-rhev gemu-kvm-rhev

libvirt vdsm libvirt vdsm libvirt vdsm

glusterfs glusterfs glusterfs

LVMcache LVMcache LVMcache
LVM LVM LVM

H/W RAID H/W RAID H/W RAID

HDD’s  SSD’s HDD’s  SSD’s HDD’s  SSD’s

NODE 1 NODE 2 NODE 3

3, 6 or 9 Node Pod Configuration

Q. redhat



SOFTWARE DEFINED INFRASTRUCTURE

RED HAT HYPERCONVERGED
INFRASTRUCTURE
Provides compute and storage in
a single resource pool that is
easily managed.

* SDN is Tech Preview in RHV4

ANSIBLE by Red Hat
Automates the deployment
including software credentials &
channels, package installation,
security configuration, storage
configuration, virtualization
setup, high availability for RHV,
replication for RHGS, and storage
monitoring configuration.

REST API
Provides means to integrate with
other management tools
including Red Hat CloudForms,
Red Hat Satellite, or third-party
tools. Additionally, software
development kits are available
(Java, Ruby, and Python) to
extend functionality.

Software Defined Networking
(SDN) *

Provides SDN capabilities by
offering native tech preview*
support for Open Virtual Network
(OVN) for Open vSwitch.

Q. redhat.



CENTRALIZED MANAGEMENT OF YOUR RED HAT
HYPERCONVERGED INFRASTRUCTURE INSTALLATIONS

RED HAT CLOUDFORMS (optional)
Manage multiple sites centrally, from a
single pane of glass.

Site 10 Site 20 Site 50

Q. redhat.



Use cases

« rednat



REMOTE OFFICE/BRANCH OFFICE OR STORES

PRIMARY USE CASE

Seeking overall reduction in TCO
Need infrastructure consolidation

Need reduced footprint - power/cooling
costs expanding with traditional models

Dealing with too many vendors - ease of
acquisition/support

Need to keep key applications local to
the remote site
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INTERNET of THINGS

PRIMARY USE CASE

Implement a robust intelligent gateway ,
tier —

Deploy compute and storage resources
closer to endpoints

Red Hat Hyperconverged Infrastructure
becomes a “micro-datacenter” for loT “

Q. redhat.



EDGE COMPUTING

PRIMARY USE CASE

Deploy compute and storage resources
closer to cellular customers

Distributed infrastructure reduces
cellular network congestion

Enhance network performance and build
additional resiliency
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RED HAT HYPERCONVERGED INFRASTRUCTURE
CORE COMPONENTS

RED HAT VIRTUALIZATION
Open source virtualization built on
RHEL 7 and KVM
High availability for VMs and RHV-M
Security features like SELinux and
sVirt inherited from RHEL

RED HAT GLUSTER STORAGE
Open, software-defined storage
Modular architecture allows easy
addition of features
Data Replication with self healing
features

Q. rednat.



RHV SELF-HOSTED ENGINE
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RHV HOSTED ENGINE HA

HA achieved using ovirt-ha-broker and ovirt-ha-agent

Continuously monitors engine VM health

Uses scoring mechanism to determine the best host to run

Takes care of migrating and restarting the hosted engine in case of failures
Engine VM image is stored on the Gluster volume

Web Browser .
hell  REST APL
Administration Portal User Portal

HA Failover g:. ™ fé‘?& a:.
! Tt !

Web App Web Services Web App

G!?_,‘: Backend
—
postgresqu  OVirt Engine VM

Manages Hosts

gluster
volume

Q. redhat



Vdsm API (xmlrpc)
¥

VDSM :: daemon

VDSM

sysfs

LVM

/

iscsi-initiator-utils

/¥

net-tools

¥

/

libvirt

amp

Virtio serial

KVM-QEMU

‘ Guest Agent

VM

Agent that runs on all RHHI hosts
Lifecycle managed by systemd

Configures host, networking and shared
storage

Uses libvirt for VM lifecycle operations

Multithreaded, can have multiple
processes based on number of storage
domains configured

Uses 2 CPU cores, pinned to cores 0 & 1
by default

Q. redhat



GLUSTERED :: daemon

Virtual
Red Hat Storage CLI

Cloud
Volume
Manager

Administrator
(glusterd)

brick
(glusterfsd)

brick
(glusterfsd)

brick
(glusterfsd)

Cloud
Volume
Manager

(glusterd)

NFS
CIFS
Cloud
Volume
FUSE Manager
(glusterd)
OpenStack Swift

brick
(glusterfsd)

brick
(glusterfsd)

brick
(glusterfsd)

brick
(glusterfsd)

brick

L (glusterfsd)

brick
(glusterfsd)

Red Hat Storage Pool

Physical

¥

Management daemon for Gluster,
runs on all RHHI nodes

Systemd based
Spawns all gluster services

Glusterfsd - for serving data to
clients (1 per brick by default)

Glustershd - Self-healing daemon

CGroups based resource
allocation limits glusterd & related
services to 4 cpu cores

Q. redhat



REPLICA 3 VS ARBITER CONFIG

e GlusterFS replica 3 volumes keep 3 copies of data
e Only two copies of data are needed to make data redundant...
e ...while three participants are required to make a quorum

2 bricks of data
1 brick guorum or arbiter
Less space

+ Better performance

0. redhat



ROADMAP - PERFORMANT I/0 :: libgfapi

~N

Kpp ) [GlusterFS J
Is -l Fuse
fmnt/gmount | Library

3 o

: " Userspace zu

Glusterfsd Brick ‘ | | Glusterfsd Brick

[ Net Net J
vl 14 . ) . 5 _d ."'-._s :
Kernel VFS [dev/fuse HEE
s

Client Node Server Node

A 4

FUSE access ||]:> libgfapi access

Q. redhat
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RED HAT HYPERCONVERGED INFRASTRUCTURE 1.0

Single Point of
Management for Virtual
Resources

CPU Pinning
RBAC & Tiered Access

Power Management

Support for RHEL &
Windows Workloads

Firewall/SELinux

FEATURES - CORE

HA for Virtual Machines
& Management

VM Templates

Secure Browser Based
Management

Streamlined Deployment
& Operations

Python, Ruby, & Java
SDKs

REST API / Integrate w/
Red Hat Portfolio

Automated Resource
Mgmt/Load Balancing

CPU QoS
Hot Add Memory & CPU
Advanced Live Migration

Policies

Live Migration

Q redhat



RED HAT HYPERCONVERGED INFRASTRUCTURE 1.0
FEATURES - NETWORK

VLAN Tagging Open Virtual Network (Tech Preview)
Network QoS IPv6 Support (quest)

NIC Bonding Jumbo Frames

VM-FEX Support Network Labels

Q redhat



RED HAT HYPERCONVERGED INFRASTRUCTURE 1.0
FEATURES - STORAGE

Geo-replication

Sharding support

Live Snapshots/Merge

Block discard

SSD Caching

REST API for backup/restore

3-way Data Replication

Thin & Thick Provisioning

Storage-based fencing

Q redhat
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RHV-H :: CONSOLE

File Edit View Bookmarks Settings Help

re information

68.33.41:¢

* SSH keys need to be shared to all nodes, all interfaces, before installation

Q. redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

- redhat

RED HAT VIRTUALIZATION HOST 4.1 (EL7.4)

| Reuse my password for privileged tasks

]
Login

Q. redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

D& | hitps://rhhil.i.skinnerlabs.com:9090/network#/ibl @ || Q search w e # e B -

RED HAT VIRTUALIZATION HOST 4.1 (EL7.4)

IPv4 Settings

. Add
Networking resses Manual

192.168.104.41

Automatic m

DNS Search Domains Automatic m

Routes Automatic m
Terminal

Cancel Apply

Q. redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

ch wBe & 9 v 0

D@ | https:/rhhil.i.skinnerlabs.com:2090/ovirt-dashboard#/he

RED HAT VIRTUALIZATION HOST 4.1 (EL7.4)

E rhhit.iskinnerl Virtualization Da

Dashboard

&

Hosted
Engine
Hosted Engine Setup
Virtual Configure and install a highly-available virtual machine which will run oVirt Engine to manage multiple compute nodes, or add this system te an existing hosted engine cluster.
Machines standard

») Hosted Engine with Gluster

Q. redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Gluster Deployment

Hosts

Host1
Host2

Host3 @

Packages Volumes Bricks

192.168.103.41

192,168,103 42

‘ 192.168.103.43

@ gdeploy will login to gluster hosts as root user using passwordless ssh

Make sure, p sshis for all gluster hosts from

the first host.

Cancel

Review

O_ redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Gluster Deployment

Hosts Packages

Name

engine
data

vmstore

Volumes Bricks Review

Volume Type Arbiter Brick Dirs
Replicate v v Jgluster_bricks/enginefengine W
Replicate ~ @ Jgluster_bricks/data/data v
Replicate v " Jgluster_bricksivmstorefvmsto |

@ Add Volume

‘ @ First volume in the list will be used for hosted-engine deployment

Cancel < Back m

Q_ redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Gluster Deployment x

Hosts Packages Volumes Bricks Review

Raid Information €9

Raid Type JBOD v
Stripe Size(KB) 256 z
Data Disk Count 3 =

<

Brick Configuration

LV Name Device Name Size(GB) Thinp Mount Point
engine md0 100 - O fgluster_bricks/engine w
data mdd 1024 - v /gluster_bricks/data
vmstore mdo 1024 : @ rgluster_bricks/vmstore v
® Add Bricks

‘ @ Arbiter bricks will be created on the third host in the host list.

Cancel < Back

Q_ redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Gluster Deployment X

Hosts Packages Volumes Bricks Review

iltGenerated Gdeploy configuration : tmpigdeployConfig.conf # Edit | 2 Reload

#gdeploy configuration generated by cockpit-gluster plugin
[hosts] I
192.168.103.41
192.168.103.42
192.168.103.43

[scriptl]
action=execute

ignore_script_errors=no

file=fusrsshare/ansible/gdeploy/scripts/grafton-sanity-check.sh -d md0 -h 192.168.103.41,192.168.103.42,192.168.103.43

[disktype]
bod

Cancel < Back

Q_ redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Gluster Deployment xX

Hosts Packages Volumes Bricks Review

©

Successfully deployed Gluster

Continue to Hosted Engine Deployment

Cancel < Back

Q. redhat



ANSIBLE BASED DEPLOYMENT :: COCKPIT

Continuing will configure this host for serving as hypervisor and create a VM where you have to install the engine afterwards.
Are you sure you want to continue? (Yes, No)[Yes]:

Yes Next

Cancel Setup

Q_ redhat
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