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QUICK TIP
Try right clicking on the photo and using 
“Replace” to insert your own photo. You are also 
welcome to use this photo.

A mash-up of several better-known technologies: “A service mesh is 

a set of software components which act as the “glue” for a set of 

independent applications. The goal of the mesh is to guarantee 

secure communications between each application and be able to 

redirect traffic in the event of failures. Often the features of a 

service mesh look like a mash-up between a load balancer, a web 

application firewall, and an API gateway.”

- Brian “Redbeard” Harrington, Product Manager at Red Hat
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BUILD AND DEPLOY CLOUD-NATIVE APPS 
WITH RED HAT OPENSHIFT
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WHAT IS A SERVICE MESH ?
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SERVICE MESH ECOSYSTEM
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DISTRIBUTED SERVICES WITH
RED HAT OPENSHIFT SERVICE MESH
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MICROSERVICES ARCHITECTURE
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MICROSERVICES ARCHITECTURE
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DISTRIBUTED ARCHITECTURE

Service ServiceService

Service ServiceService

Service ServiceService



      @redhat

HOW TO DEAL WITH THE 
COMPLEXITY?

Photo by Clint Adair on Unsplash

https://unsplash.com/photos/BW0vK-FA3eg?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/search/photos/network?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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DEPLOYMENT
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CONFIGURATION
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SERVICE DISCOVERY
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DYNAMIC ROUTING
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FAULT TOLERANCE
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TRACING AND VISIBILITY
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WHAT ABOUT…?
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THERE SHOULD BE A 
BETTER WAY



      @redhat

ADDRESS THE COMPLEXITY 
IN THE INFRASTRUCTURE
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SERVICE MESH
A dedicated infrastructure layer for service-to-service 

communications

Photo on Visual Hunt

https://visualhunt.com/re/bf5ea6
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MICROSERVICES EVOLUTION
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● Two or more containers deployed to same pod
● Share 

○ Same
■ Namespace
■ Pod IP

○ Shared lifecycle
● Used to enhance the co-located containers
● Istio Proxy (L7 Proxy)

○ Proxy all network traffic in and out of the app container

Source: http://blog.kubernetes.io/2015/06/the-distributed-system-toolkit-patterns.html 

SIDECARS

POD

SERVICE A

Istio Proxy

http://blog.kubernetes.io/2015/06/the-distributed-system-toolkit-patterns.html
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MAJOR FUNCTIONALITY
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SECURE COMMUNICATION WITH ISTIO
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CHAOS ENGINEERING
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CHAOS ENGINEERING WITHOUT ISTIO
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in 10% of requests
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inject protocol-specific errors, transparent to the services
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DISTRIBUTED TRACING
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SERVICE MESH OBSERVABILITY
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DISTRIBUTED SERVICES PLATFORM
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How to explain service mesh in plain English
https://enterprisersproject.com/article/2019/6/service-mes
h-plain-english

OpenShift Commons 2019
https://blog.openshift.com/wp-content/uploads/State-of-th
e-Platform-Services-Integrated-1.pdf
 QUICK TIP

Try right clicking on the icon and using 
“Replace” to insert your own icons.

https://enterprisersproject.com/article/2019/6/service-mesh-plain-english
https://enterprisersproject.com/article/2019/6/service-mesh-plain-english
https://blog.openshift.com/wp-content/uploads/State-of-the-Platform-Services-Integrated-1.pdf
https://blog.openshift.com/wp-content/uploads/State-of-the-Platform-Services-Integrated-1.pdf
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Red Hat is the world’s leading provider of enterprise 

open source software solutions. Award-winning 

support, training, and consulting services make 

Red Hat a trusted adviser to the Fortune 500. 

Thank you
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