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The Big Picture - Why Muli-cluster

Need to co-locate workloads within a
certain latency boundary

Latency

Easier for a single cluster

Multiple Zones HA across zones
g and regions Different regions have different regulatory
Not possible today at requirements. Also not all workloads are audited
the cluster level. Avallability equally, some are more sensitive ( 3rd Part, thus
Multi-region less trusted) than others (1st party).
Certain GOVs require that compute and storage to live Security & Compliance

within a specific region, which leads to infra being
deployed across multiple data centres o .
Ensure QoS for mission critical workloads by

Jurisdiction applying a tiered operation model. Highly
While not really likely to happen, the "cloud” actually have limits! Location prHoriaplivoniocsiars liosiog CHibGHerBIEED
clusters with specific properties
If a certain cloud/on-prem deployment does not meet storage/data Workload Workload Tiering
requirements, the need for multi-cloud/multi-cluster arises. ltt ot tainer
s it enough for the container (or
Data Gravity even the VM to be the boundary)
Depending on the application being developed, Isolation
certain provider have better services than others. Why Multi-cluster?
Thus, a cluster per application for that special Splitting workloads and services
purpose might be required. across different clusters alleviates the
risk of single cluster/infrastructure failure
e aner proguchay Isolation Reducing blast radius i i i i
Edge grows workload count exponentially to _Platform isolation due to operation failure. !f one
cater for the diversity of the use-cases rgress stla{rl\;es "”‘3 :Tnlssican cnt 'c?,l appgo:uoqs, Lok
ranging from Telco/loT/Far edge.... This will bap;:lens" "(" %s i Higurec.by of
result in more clusters Y SR UNTRCAaCCNange
Edge Scenarios What happens if that single big
cluster upgrade fails...
How many objects can a Fear of Upgrades
single instance handle?
& Different cost centers & billing
Etcd structures
Multiple versions of the LGLL Different cloud
same resource provider accounts

API collision Technical Limits

Maximum # of nodes (to host
workloads) one cluster can take?

Node Limits



The Big Picture - Dream Maker (aka OpenShift) Tech Stack
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Where is the majority of your Kubernetes spend?
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2.5% 1.5%
0%
Compute Memory Storage Other Networking
Source Additional Information:
CNCF Worldwide: April and May 2021; 178 respondents: Cloud native community*

© Statista 2023

‘ Red Hat



Short Stories / Use-cases

It tokes lons,ef‘ tThan expecte_d I dont woant Workload admins/bevelopers to
for me to create a Qlugtep have access to con'trol—Plane,s

I have one lomge server, but It's too
much to host \“us‘t one cluster
(Wasted resources)

It tokes alot of compute to J

host my con‘trol-plome

P as wo

I want wore space for workloads
Prevent CRD conflicts between tenants. on my Qlus'te_r‘

‘ Red Hat



Short Stories / Use-cases

30.00%

20.00%

10.00%

0.00%

Percentage (%) of Customers per Theme/Need for HCP

Reduce
Management
Overhead

Segmentation & Utilization & Cost
Multi-tenancy

Speed &
productivity

Reduce
Management
Complexity

Availability

Hyhrid
Demployments

& RedHat



Hosted Control Planes (HyperShift) — i

[ Hosted Control Planes
| HyperShPt = (CP) + (Workers) |

e An OpenShift Topology

e Service for hosting OpenShift control planes at scale

Hosted Control Planes

e Solves for cost and time to provision

e Portable across clouds

Sf»oo,)pom

Con’trol-Plane

e Provides strong separation of concerns between

Standalone
management and workloads.



‘ Why HCP?

G Supported OpenShift topology

Reduced infrastructure costs / densification

Faster cluster creation

( .\ Strong separation between control and workload

5 - I

Standalone

£8] scevoricsopenshiftiopoiooy
[l Recucedintrastructure coms densfcatin
() orcusrcenin §
[SY strong sparation between controland workdosd__
I3 sceportmutarn/muti-ene

% Support multi-arch / multi-env

E Centralized management in a "Managed"” model

‘ Red Hat




Cluster Sizes Trending Down, Cluster Count UP!

56.5%

Percentage of Clusters per Size(%)

3- 7% 2. 9%

L T T
XS (<=32) M (<=256) S (<=64) L («=512) XL (513+)
Cluster Size

& RedHat



Costs savings with HCP Relative to Cluster Size

(arge cluster Medivm cluster Small cluster
—S3-Master-rodes—

|

100 Worker nodes 10 Worker nodes 3 Worker nodes

‘ Red Hat
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Intro to Hosted Control Planes

Standalone Clusters

Machine 1 Machine 2 Machine 3

k8s apiserver k8s apiserver k8s apiserver

etcd etcd etcd

k8s-controller k8s-controller k8s-controller

role: master

workload

SDN

kubelet

CRI-O

role: worker

MachineSet(s)

Contributor: Avishay Traeger



‘ Intro to Hosted Control Planes

Standalone Clusters

=

=

Contributor: Avishay Traeger
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Standalone Clusters
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Hypershift Brings Externally Managed Control-Planes

Standalone OpenShift

Control-Plane (CP) + Workers

Standalone OpenShift Cluster (dedicated CP nodes)

Single Cluster Control-plane

[Ith

Control node Control node
api-server api-server

etcd

kem

E3
o
I 3 II

Worker Pool
Control node
ERESEIE workload
workload

Low CAPEX and OPEX costs
(bundling of CPs + CP as pods)

18
Product Manager: Adel Zaalouk

Central Management of CPs
(easy operation & maintenance)

GO

Multi-arch support
(e.g. CP x86, workers ARM)

HyperShift
Control-Plane (CP) +

HyperShift Clusters (decoupled CP and workers)
Management Cluster (Hosts Control Planes)

Cluster TNamespace Cluster 2 Namespace
(control-plane) (control-plane)

—
=
=5

api-server

Workers

Cluster 1workers E

Cluster 2 workers

=]

Cluster 3 workers

Network & Trust Mixed laas For CP and Fast cluster bootstrapping

segmentation Workers

S

(CP as Pods)

(&

‘ Red Hat
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Architecture Overview

Management (Mgmt) / Hub Cluster

HCP 1/ (Namespace/Project)

Service P“ovmorR

AWS Workers (Agent)

Advanced Cluster

.- )-_.“
.

[=]
EE

Manager (ACM)

HCP 2 (Namespace/Project)

Baremetal Workers (Agent)

Multi-cluster
Engine (MCE)

f# 2\
-

HyperShift

Operator HCP N (Namespace/Project)

VM Workers @

(apiserver ] (_etca ] (autrsoner ]

Mgmt Cluster CP Nodes

@

Mgmt Cluster Infra Nodes (to host HCPs)

BM Worker §§ BM Worker

Mgmt Cluster BM Workers

End-Users R

i CTI J/\/\[w w | - vm] '

& RedHat


https://link.excalidraw.com/l/7CjaPSlCsjJ/9e5xMzl5ZGr

a Self-Managed HCP

& RedHat
OpenShift

Hypershift s | Hosted Control Plane ( HCP)

OCP4.14/ ACM 2.9 / MCE 2.4
Release date : 11/2023



Intro to Hosted Control Planes

Standalone OpenShift Cluster

# CP = Min( x=physical limit of node , y=max pods, z=etcd object
sizes, ...)

Hosted Control Planes

Hosted Cluster

k8s apiserver

k8s apiserver

N

k8s apiserver

N

etcd

etcd

etcd

k8s-controller

k8s-controller

k8s-controller

k8s apiserver

k8s apiserver

k8s apiserver

etcd etcd etcd
-------------------------------- k8s-controller k8s-controller k8s-controller
workload >
I k8s apiserver k8s apiserver k8s apiserver
SDN N\
N eted etcd eted
kubelet :
\ k8s-controller k8s-controller k8s-controller
CRI-O = |
...... role: worker -/ e "/ NodePool(s)
-
NodePool(s) | Management cluster worker nodes’ -
\‘s _____ ---"" & RedHat

Contributor: Avishay Traeger



Why HYPQPShifT? (G

V777730 777/7)

[ Hgpersibt = €Y+ Gorkers) |

No waiting for machines
Control plane and workload could run

on different providers Immediate clusters

Mixed Management & Worker laaS Multiple Control Planes per node

vs 3 nodes for 1 CP
@ Cheaper Control-planes

Control-plane and Workloads could run on
different architectures

l Heterogeneous Arch Clusters Control-Plane as pods, re-use
all K8s Goodies

1::’ Kubernetes-in-Kubernetes

What's Possible?

Logically centralised HyperShift Enabler Features
management of control-planes
Isolate tenants, seal away credentials/keys, and

§ Easier Multi-cluster Management prevent users from shooting themselves in the foot

100s of cluster control planes on the same
physical cluster, just a namespace away.
Single Pane of Glass, Happy SREs

a Trust Segmentation & Human
Error Reduction

Possible to upgrade Management and WKLOAD

_ Easier Operability separately (e.g., CVE, Patches,...)

Y Decoupled Life-cycle Management

‘ Red Hat



‘ Hosted Control Planes APIs ( Zoom-In to APIs)

cluster! ControlPlane Namespace
| Version

HostedCluster °°""""P‘“”‘€°P€‘“t°’ ;
% Vet King i
Name: Cluster1
Version: 1.23.2
HostedCluster cP SDN: OVNKube ; ,
Conpigum‘tion 7 )
iles HyperSNPt Operator N
Platform \ | 7 077
G (5 | (e
n NodePool

Name: Pool1
Version: 1.23.2
Replicas: 3

NodePool 'ly(ube Coatno"er o -
Controller < / J

/ ’Ku‘:'e Sckeduler )

Platform

K oMect;vEy

7 e

| bolineaes

Po/ohMAchmeS  ; 7

& RedHat



‘ Hosted Control Planes APIs ( Zoom-In to APIs)

User

Automated
Workflow

Management Cluster

MCE

—

HyperShift Operator

=

—_—

=4 == HostedCluster |
Controller

NodePool -
Controller

=
\

é ControlPlaneOperator) ( Cluster APT !
7 :

Cluster API Provider] :

ap1 server

‘ OVN Control Planeggl
kuecontrollermgr

& :
@ C'Luster y
' InFra :
E MachlneDeployment ]__—iéz;iachlneDeployment! :
i : API ; JAPI
: Machine 1 Machine 2







ACM vs. MCE

Applico:tion L.iPe,ct/cle_

Multi-clus‘ter r\etworking

Governance, Risk,
Compliance

|

|

|

|

OBserVoJ:ﬁh‘tt/ |
|

-

& RedHat



Ope_nSN‘Pt/ MCE

(535 Hub Clus‘tej‘
—_— e
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RHACM Console

oov ———————)

Multicluster
RHACM

@ e

\

Operator Hub \
[eoo 00— Hub Cluster
Install MCE ocP cluster
ZTP/Hive/Installer/...
eee 1 - cluster namespace
— Create Managed
Klust erl et Turm nto

Then tum nana&ed nto
management cluster

2 2b Installl Hypershi Pt)
2N

Management
Gnstall Hypershift)
~
s nce s

Klusterlet

label: Hypershift

! \ 2
\ I \ N
v N VN A
Hosted Hosted Hosted Hosted Hosted Hosted
Cluster cluster cluster cluster Cluster

ey ~ é;i;‘*i’éf?i‘fem
\ controller I = |
______ / |
Hub/, momage,o(/ management anagedduSter‘ A controlle_r :
I \ + Momage_men‘t Clus‘te,r‘ N A7)
Lt './'.', ..... B S el |
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cluster

Red Hat
HypershPt clusters Hypershift clusters




Bare Metal provider is a GA provider for HCP and use existing method based on
Assisted Installer Service included in ACM

Governance Observability Application

Search ‘

0—(o\

Create your own &

discovery image

OpenShift Management Cluster

31

‘ Red Hat



O Red Hat
OpenShift

The OpenShift Virtualization
Provider




Worker Nodes
(hosted in VMs on OCP) ‘i

Control Planes
(hosted in OCP)

VM worker

VM worker

—— o oy
—— o -

-

- o o o oy,

o - o - -y,
o - —

Physical Hardware

‘ Red Hat



t

BM worker
Ugent)
Booting from

an ISO

Auto provision
2 with BMH

Aws (TP)

Booting from
an ISO

Stanalone Man g
Openshift Cluster

NodePools NodePools OCP Virt (Option 1 S on ;_n‘{;:: zooolé_ 5
// s A i B ST TR St v ‘ _P|°n
\ A/oo(epools VMs as workers
. \\‘\ Y & . \ 7
sl -
Hosted Cluster
D@D 0w o

Availability ) suimn® st Infro cluster
dowmaing Mangement cluster workers (VMs/BM) Bacemetal Machines

Baremetal Machines

‘ Red Hat

Stanalone Management

Infro workers (abeled) Openshift clictor



a High Availability

HCP Cluster

Control Plane DEVCNIMENE

SingleReplica HighlyAvailable

35

SingleReplica HighlyAvailable

‘ Red Hat

Contributor: David Martini
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Create HCP cluster

Via ACM WebUI

Dedicated CLI

Contributor: David Martini

m—)

Hosted

Run an OpenShift cluster where the control plane is decoupled from the
data plane, and is treated like a multi-tenant workload on a hosting
service cluster. The data plane is on a separate network domain that
allows segmentation between management and workload traffic.

+ Reduces costs by efficiently reusing an OpenShift cluster to host
multiple control planes.

+ Quickly provisions clusters.

hcp - Hosted Control Plane Command Line Interface (CLI)

With the Hosted Control Plane command line interface, you can create and manage OpenShift hosted clusters.

* Download hep CLI for Linux for x86_64

¢ Download hep CLI for Mac for x86_64 @

e Download hep CLI for Windows for x86_64 2

* Download hep CLI for Linux for ARM 64

e Download hep CLI for Mac for ARM 64

¢ Download hep CLI for Linux for IBM Power @

e Download hep CLI for Linux for IBM Power, little endian &
¢ Download hep CLI for Linux for IBMZ &

‘ Red Hat



Create HCP cluster

export CLUSTER_NAME=hcpO1

export PULL_SECRET="./pull-secret"

export SSH_KEY="./dm_key.pub"

export MEM="8Gi"

export CPU="4"

export WORKER_COUNT="3"

export BASE_DOMAIN=drkspace.fr

export CP_DEPLOYMENT_MODE="SingleReplica"
export INFRA_DEPLOYMENT_MODE-="SingleReplica"

Variables definition

Time Provisioning = ~10 min

hcp create cluster kubevirt \

--name $CLUSTER_NAME \

--release-image $RELEASE_IMAGE \

--node-pool-replicas SWORKER_COUNT \

--pull-secret $PULL_SECRET \

--ssh-key $SSH_KEY \

--memory $SMEM \

--cores $CPU \

--control-plane-availability-policy $CP_DEPLOYMENT_MODE \
--infra-availability-policy $INFRA_DEPLOYMENT_MODE

Cluster creation

https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp

37

Contributor: David Martini

‘ Red Hat


https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp

Infrastructure

Credentials

38

Create HCP cluster

RedHat

Openshift All Clusters ~

Clusters @

Cluster list Cluster sets Cluster pools Discovered clusters
O« Q Search Y Filter Create cluster Import cluster Actions ¥
Name T ( Namespace ® Status Infrastructure Control plane type
O hepot clusters © Ready @ Red Hat OpenShift Virtualization | Hosted
0 local-cluster local-cluster © Ready ¢ Other Hub

Distribution version Labels Nodes
OpenShift 414.3 openshiftVersion-m... @3
openshiftVersion-m...
8 more
OpenShift 414.5 openshiftVersion-m... Q1

openshiftVersion-m...
velero.io/exclude-fro...

10 more

1-2of 2items

Ll

Add-ons

92

David Martini «

Get started with Multicluster Hub

1-20f2 ~

Creation date

15/12/2023,10:01:05 §

13/12/2023,17:51:23 :

1 of 1page

& RedHat



Create HCP cluster

hcpO1
Download kubeconfig Actions
Overview Nodes Add-ons
v Control plane status
0 > Control plane
o v Cluster node pools
Q Search Add node pool 1-10f1 ~
Node pool 1 Status Distribution version Root volume Compute Nodes Health check Upgrade type Autoscaling
hepOl1 @ Ready OpenShift 414.3 3 False Replace False :
1-1oflitems ~ 1 of 1 page

39

‘ Red Hat

Contributor: David Martini
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HCP cluster on Management Cluster

Project: clusters-hcpO1 =

Pods
Y Filter ~ Name « Search by name.. /
Name 1 Status
Q capi-provider-845fd9b4b5- £ Running
hf4qz

e catalog-operator-5df44dd8bc- £ Running
Ihmcg

Q certified-operators-catalog- £ Running
7ddfd77c96-4shq4

Q cluster-api-54b7fb46f-w5d4z £ Running

@ cluster-autoscaler- £ Running
5b89666595-mgl2q

Q cluster-image-registry- £ Running
operator-57b667d574-2xfnk

@ cluster-network-operator- £ Running
dc856477¢c-2xwm4

Ready

7

2/2

”

”

Ul

22

2/2

Project: clusters-hcpO1 =

Control Plane Pods

Contributor: David Martini

@ hcp01-8b7a3cf7-cz5pv

@) hcp01-8b7a3cf7-dlbdl

@D hcpo1-8b7a3cf7-fw2xp

VirtualMachines
Y Filter « Name «  Search by name..
Name 1 Status

< Running Not migratable

2 Running Not migratable

< Running Not migratable

Data Plane VMs

‘ Red Hat



Scale UP / Scale DOWN

Extend existing NodePool

v Control plane status

@ > Control plane

@ v Cluster node pool

s

Q Search Add node pool 1-10f1 ~
Node pool 1 Status Distribution version Root volume Compute Nodes Health check Upgrade type Autoscaling
hcpO1 @ Ready OpenShift 414.3 False Replace False H
T 1 Manage node pool
Remove node pool
Manage node pool x
Namespace clusters
Name hepO1

OpensShift version 4.14.3

Number of nodes *

- 5 +

41

Contributor: David Martini

‘ Red Hat



Scale UP / Scale DOWN Create new NodePool

hcp create nodepool kubevirt \
--cluster-name=hcpO01\
--name=new-nodepool \
--node-count=3 \

--cores=2\

--memory=8Gi \
--root-volume-size=32\
--node-upgrade-type=InPlace \

Q, Search Add node pool e 1-20f2 ~

Node pool 1 Status Distribution version Root volume Compute Nodes Health check Upgrade type Autoscaling
hepO1 @ Ready OpenShift 414.3 3 False Replace False
new-nodepool i Pending OpenShift 414.3 3 False InPlace False

42

‘ Red Hat

Contributor: David Martini
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HCP Upgrade - General aspects

@ Control plane and Data plane upgrades are decoupled
@ Each Node Pools can be upgraded separately

Different versions can be works in parallel following Version Skew Policy

Capture

Contributor: David Martini

‘ Red Hat


https://kubernetes.io/releases/version-skew-policy/

a HCP Upgrade - Methods

HCP Cluster

NodePool O1

NodePool 02

Upgrade Policy = Replace

Upgrade Policy = InPlace

OpenShift Virt VMs OpenShift Virt VMs

44

‘ Red Hat

Contributor: David Martini



O Red Hat
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Failure Modes & DR
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Introduction to Hosted Control Planes (HyperShift)

Failure Scenarios

Failure Result

Loss of management cluster worker

Hosted control plane APl is still available.
Hosted cluster data plane is still available.

Impacted hosted control plane member is rescheduled.

Loss of management cluster availability zone

Hosted control plane APl is still available.
Hosted cluster data plane is still available.
Impacted hosted control plane maintains quorum.

Loss of management cluster control plane

Hosted control plane APl is still available.
Hosted cluster data plane is still available.

Loss of management cluster control plane and workers

Hosted control plane APl is not available.
Hosted cluster data plane is still available.

See a live demo of these situations!

‘ Red Hat


https://www.youtube.com/watch?v=z_5VB8vdPO0

Disaster Recovery & Migration of Control Planes

Scale Down CP

[ Pause Reconciliation

Backup E‘tch

Bo\ckup Cluster
Resources (CRs/Secrets)

|
|

c le,omup

Reacliness Check

NS available,...

v

-

Res‘tor‘e Eted Snapshot
Restore Cluster Resources

J

/

s

Ve,r‘ipt/

~

Backup. restore, and disaster
recovery for hosted control

planes

& RedHat


https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html
https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html
https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html
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“ Static Sizing (Request-Based)

Request-based Resource Consumption per control Plane

72 pods per HA HCP

12 Gig for Etcd
5.5 cores 19 GO 3 Gig for OVN
OpenShift Worker Nodes

BM | VM | Cloud | x86 | ARM
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“ Dynamic Sizing (Load-Based)

RedHat



http://www.youtube.com/watch?v=Da95m8sZgEo
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Show me how it works...

2:hclusters 3:nodepoo> CPU:11.4% | MEM:12% 7.2G 0.19 0.16 0.15 | cewong@cewong-rhel | Sep 13 21:37




