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The Big Picture



The Big Picture - Why Muli-cluster



The Big Picture - Dream Maker (aka OpenShift) Tech Stack



Standalone OpenShift





Short Stories / Use-cases



Short Stories / Use-cases



Hosted Control Planes (HyperShift)

● An OpenShift Topology

● Service for hosting OpenShift control planes at scale

● Solves for cost and time to provision

● Portable across clouds

● Provides strong separation  of concerns between 
management and workloads.
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Supported OpenShift topology

Reduced infrastructure costs / densification

Faster cluster creation

Strong separation between control and workload

Support multi-arch / multi-env

Centralized management in a "Managed" model

HCP

Why HCP?



Cluster Sizes Trending Down, Cluster Count UP!
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Costs savings with HCP Relative to Cluster Size

Large cluster Medium cluster Small cluster

= Saving : 2.3%

3 Master nodes

100 Worker nodes

3 Master nodes

10 Worker nodes

3 Master nodes

3 Worker nodes

= Saving : 23% = Saving : 50%



HCP Architecture & Support
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Intro to Hosted Control Planes

Standalone Clusters

k8s apiserver

etcd

k8s-controller

…

workload

SDN

kubelet

CRI-O

role: worker
MachineSet(s)

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

IT

role: master

Machine 1 Machine 2 Machine 3

Contributor: Avishay  Traeger



Intro to Hosted Control Planes

Standalone Clusters

IT

Contributor: Avishay  Traeger



Intro to Hosted Control Planes

Standalone Clusters

IT

Contributor: Avishay  Traeger



Hypershift Brings Externally Managed Control-Planes
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Control-Plane (CP) + Workers Workers

Standalone OpenShift

Control-Plane (CP) +
HyperShift

api-server

etcd

kcm

...

workload

workload

SDN

Kubelet

CRI-O

Single Cluster Control-plane
Worker Pool

api-server

etcd

kcm

...

api-server

etcd

kcm

...

Control node Control node Control node

Standalone OpenShift Cluster (dedicated CP nodes)

Management Cluster (Hosts Control Planes) 

Cluster 1 Namespace
(control-plane) 

api-server

etcd

kcm

...

api-server

etcd

kcm

...

Cluster 2 Namespace
(control-plane) 

api-server

etcd

kcm

...

Cluster 3 Namespace
(control-plane) 

Worker worker

Cluster 1 workers

Worker worker

Cluster 2 workers

Worker worker

Cluster 3 workers

HyperShift Clusters (decoupled CP and workers)

Low CAPEX and OPEX costs 
(bundling of CPs + CP as pods)

Central Management of CPs 
(easy operation & maintenance)

Multi-arch support 
(e.g. CP x86, workers ARM)

Network & Trust 
segmentation

Mixed Iaas For CP and 
Workers

Fast cluster bootstrapping
(CP as Pods)

Product Manager: Adel Zaalouk
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OCP 1

OCP X

OCP 10

Without HCP

Contributor: David  Martini
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Contributor: David  Martini



Architecture Overview

https://link.excalidraw.com/l/7CjaPSlCsjJ/9e5xMzl5ZGr
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Hosted Control Plane  ( HCP ) Hypershift

GA OCP 4.14 / ACM 2.9 / MCE 2.4
Release date : 11/2023

GA GA TPBM OCP Virt AWS

Self-Managed HCP

Project
Product

Contributor: David Martini



Intro to Hosted Control Planes

Hosted Control Planes

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

workload

SDN

kubelet

CRI-O

role: worker
NodePool(s)

workload

SDN

kubelet

CRI-O

role: worker
NodePool(s)

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

k8s apiserver

etcd

k8s-controller

…

workload

SDN

kubelet

CRI-O

role: worker
NodePool(s)

Management cluster control plane

Management cluster worker nodes

Namespace
for HCP1

Namespace
for HCP2

Namespace
for HCP3

Hosted Cluster

Standalone OpenShift Cluster
# CP = Min( x=physical limit of node , y=max pods, z=etcd object 
sizes, …) 

Contributor: Avishay Traeger



Why HyperShift?



Hosted Control Planes APIs ( Zoom-In to APIs)



Hosted Control Planes APIs ( Zoom-In to APIs)



HCP is Available via ACM (MCE) 
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OpenShift Management Cluster

Clusters LCM

ACM

ApplicationObservabilityGovernance

Search

Etc...

MCE

Bare Metal provider is a GA provider for HCP and use existing method based on 
Assisted Installer Service included in ACM

Infra Env

HCP is 
here

Create your own 
discovery image

1



The OpenShift Virtualization 
Provider
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Physical Hardware

VM worker

VM worker

VM worker

VM worker

VM worker

VM worker

VM worker

VM worker

VM worker

api-server

etcd

…

api-server

etcd

…

api-server

etcd

…

Control Planes
(hosted in OCP)

Worker Nodes 
(hosted in VMs on OCP)

OpenShift Virtualization
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High Availability

HCP Cluster

Control Plane Data Plane

SingleReplica HighlyAvailable SingleReplica HighlyAvailable

Contributor: David Martini
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Create HCP cluster

Via ACM WebUI

Dedicated CLI

Contributor: David Martini
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Create HCP cluster

https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp

export CLUSTER_NAME=hcp01
export PULL_SECRET="./pull-secret"
export SSH_KEY="./dm_key.pub"
export MEM="8Gi"
export CPU="4"
export WORKER_COUNT="3"
export BASE_DOMAIN=drkspace.fr
export CP_DEPLOYMENT_MODE="SingleReplica"
export INFRA_DEPLOYMENT_MODE="SingleReplica"

hcp create cluster kubevirt \
--name $CLUSTER_NAME \
--release-image $RELEASE_IMAGE \
--node-pool-replicas $WORKER_COUNT \
--pull-secret $PULL_SECRET \
--ssh-key $SSH_KEY \
--memory $MEM \
--cores $CPU \
--control-plane-availability-policy $CP_DEPLOYMENT_MODE \
--infra-availability-policy $INFRA_DEPLOYMENT_MODE

Variables definition Cluster creation

Time Provisioning = ~10 min

Contributor: David Martini

https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp
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Create HCP cluster

Contributor: David Martini
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Create HCP cluster

Contributor: David Martini
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HCP cluster on Management Cluster

Control Plane Pods Data Plane VMs

Contributor: David Martini
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Scale UP / Scale DOWN Extend existing NodePool

1

2

Contributor: David Martini
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Scale UP / Scale DOWN Create new NodePool

hcp create nodepool  kubevirt \
--cluster-name=hcp01 \
--name=new-nodepool \
--node-count=3 \
--cores=2 \
--memory=8Gi \
--root-volume-size=32 \
--node-upgrade-type=InPlace \

1

1
2

Contributor: David Martini
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HCP Upgrade - General aspects

    Control plane and Data plane upgrades are decoupled

    Each Node Pools can be upgraded separately

    Different versions can be works in parallel following Version Skew Policy 

Capture

Contributor: David Martini

https://kubernetes.io/releases/version-skew-policy/
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HCP Upgrade - Methods

HCP Cluster

NodePool 01
Upgrade Policy = InPlace 

NodePool 02
Upgrade Policy = Replace 

OpenShift Virt VMs OpenShift Virt VMs

Contributor: David Martini



Failure Modes & DR
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Introduction to Hosted Control Planes (HyperShift)
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Failure Scenarios

Failure Result

Loss of management cluster worker Hosted control plane API is still available.
Hosted cluster data plane is still available.
Impacted hosted control plane member is rescheduled.

Loss of management cluster availability zone Hosted control plane API is still available.
Hosted cluster data plane is still available.
Impacted hosted control plane maintains quorum.

Loss of management cluster control plane Hosted control plane API is still available.
Hosted cluster data plane is still available.

Loss of management cluster control plane and workers Hosted control plane API is not available.
Hosted cluster data plane is still available.

See a live demo of these situations!

https://www.youtube.com/watch?v=z_5VB8vdPO0


Disaster Recovery & Migration of Control Planes
Backup, restore, and disaster 
recovery for hosted control 
planes 

https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html
https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html
https://docs.openshift.com/container-platform/4.14/hosted_control_planes/hcp-backup-restore-dr.html


Performance & Sizing
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Request-based Resource Consumption per control Plane

72 pods per HA HCP

CPU Memory Storage

5.5 cores 19 GO 12 Gig for Etcd
3 Gig for OVN

OpenShift Worker Nodes

BM   |   VM   |   Cloud   |   x86   |   ARM  

Static Sizing (Request-Based)
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Dynamic Sizing (Load-Based)

http://www.youtube.com/watch?v=Da95m8sZgEo


Demo
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Show me how it works…


