


Customer Challenges



Expectations For A Hybrid Cloud Platform

Edge Datacenter Hybrid Multi-cloud

DEVELOPER EXPERIENCE & 
ON-DEMAND

STANDARDS, PORTABILITY 
& INTEROPERABILITY

BROAD ECOSYSTEM

AUTOMATED OPERATIONS

BROADEST APPLICATION 
SUPPORT

SECURITY & COMPLIANCE



Red Hat OpenShift - the Hybrid Cloud platform

OTHER
PUBLIC CLOUDS

IBM CLOUD



AUTOMATED OPERATIONS 
WITH OPENSHIFT 4 



Automated, full-stack installation from the 
container host to application services

Seamless Kubernetes deployment to any 
cloud or on-premises environment

Autoscaling of cloud resources

One-click updates for platform, services, 
and applications



FULLY AUTOMATED DAY-1 AND DAY-2 OPERATIONS

Infra provisioning

Embedded OS

Full-stack deployment

On-premises and cloud

Unified experience

Secure defaults

Network isolation

Signing and policies

Audit and logs

Multicluster aware

Monitoring and alerts

Zero-downtime upgrades

Full-stack patch & upgrade

Vulnerability scanning

INSTALL HARDENDEPLOY OPERATE

AUTOMATED OPERATIONS



Comprehensive Container Security

Container Content

Container Registry

CI/CD Pipeline

Deployment Policies

Security Ecosystem

CONTROL
Application 

Security

DEFEND
Infrastructure

EXTEND

Container Host Multi-tenancyContainer Platform

Network Isolation Storage

Audit & Logging API Management



RBAC Authorization | Stateful Sets | Init Containers | 
Rolling Update Status | Pod Security Policy Limits |  

Memory based Pod Eviction | Quota Controlled 
Services | 1,000+ Nodes | Dynamic PV Provisioning | 

Multiple Schedulers | SECCOMP | Audit | Job 
Scheduler | Access Review API | Whitelisting Sysctls | 

Secure Cluster Policy | Evict Pods Disk IO | Storage 
Classes | Azure Data Disk | etcdv3 | RBAC API | Auth to 
kubelet API | Pod-level cGroups QoS | Kublet Eviction 

Model | RBAC | Storage Class | 
CustomResourceDefinitions | API Aggregation | 

Encrypted secrets in etcd | Limit Node Access | HPA 
Status Conditions | Network Policy | CRI Validation 

Test Suite | Local Persistent Storage | Audit Logging | 

Red Hat Contributions To Kubernetes 
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The New Platform Boundary
OpenShift 4 is aware of the entire infrastructure and

brings the Operating System under management

AUTOMATED OPERATIONS

KUBERNETES

RHEL  or  RHEL CoreOS

OpenShift & Kubernetes

Nodes & Operating System



OPERATING SYSTEM

Full Stack Automated Install

OPERATING SYSTEM

OPENSHIFT PLATFORM
OPENSHIFT PLATFORM

INFRASTRUCTURE
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Red Hat Enterprise Linux CoreOS is versioned with OpenShift

Red Hat Enterprise Linux CoreOS is managed by the cluster

●

●

●

●

Immutable Operating System

OPERATING SYSTEM

OPENSHIFT PLATFORM



General Purpose OS Immutable container host

BENEFITS

WHEN TO USE

• 10+ year enterprise life cycle 
• Industry standard security
• High performance on any infrastructure
• Customizable and compatible with wide   
   ecosystem of partner solutions

• Self-managing, over-the-air updates
• Immutable and tightly integrated with 
   OpenShift
• Host isolation is enforced via Containers
• Optimized performance on popular   
   infrastructure

When customization and integration with 
additional solutions is required

When cloud-native, hands-free operations 
are a top priority

RED HAT ENTERPRISE LINUX



Installation Experiences

Simplified opinionated  “Best 
Practices” for cluster provisioning

Fully automated installation and 
updates including host container 
OS.

Customer managed resources & 
infrastructure provisioning

Plug into existing DNS and security 
boundaries

OPENSHIFT CONTAINER PLATFORM HOSTED OPENSHIFT

Deploy directly from the Azure 
console. Jointly managed by Red 
Hat and Microsoft Azure engineers.

Get a powerful cluster, fully
Managed by Red Hat engineers and 
support.



Day 2 Configuration

Global Configuration

Change via Cluster Settings screen

Operators apply these updates

●

●

●



GENERAL DISTRIBUTION

Kubernetes Machine Api Operator
Using Kubernetes To Provision And Scale Clusters



Cluster Logging 
Cluster Logging is lifecycle managed via Operator Lifecycle 
Management

●

●

●

○

●

# configure via CRD
apiVersion: "logging.openshift.io/v1"
kind: "ClusterLogging"
metadata:
  name: "instance"
  namespace: "openshift-logging"
spec:
  managementState: "Managed"  
  logStore:

type: "elasticsearch"  
elasticsearch:

  nodeCount: 3
  resources:
    limits:
      cpu: 800m
      memory: 1Gi
  requests:
    cpu: 800m
  memory: 1Gi
  storage:
    storageClassName: gp2
    size: 100G
  redundancyPolicy: "SingleRedundancy"
  visualization:

type: "kibana"  
kibana:

  replicas: 1
  curation:

type: "curator"  
curator:

  schedule: "30 3 * * *"
  collection:

logs:
  type: "fluentd"  
  fluentd: {}



Cluster Monitoring
Cluster monitoring is installed by default

●

○

●

●

●

●



GENERAL DISTRIBUTION

Over-the-air Updates

● OpenShift retrieves list of 
available updates

● Admin selects the target 
version

● OpenShift is updated over 
the air

● Auto-update support



Smarter Software Updates

List of available versions

Set desired version

Start the upgrade on schedule

Cluster Admin

Red Hat

No downtime for well behaving apps



Openshift Upgrades

Machine Config Controller

Machine Config Daemon

Machine Config Server

OpenShift
Node (role=master)

ignition

cri-o
(overlayfs)

podman

kubelet

machine-config-daemon

machine-config-controller

machine-config-server

OpenShift
Node (role=compute)

ignition

cri-o
(overlayfs)

podman

kubelet

machine-config-daemon



Admin

Local Container 
Registry

Quay.io
Container 
Registry

# mirror update image:
$ oc adm -a <secret_json> release mirror \
  --from=quay.io/<repo>/<release:version> \ 
  --to=<local registry>/<repo> \
  --to-release-image=<local registry>/<repo:version>
# provide cluster with update image to update to:
$ oc adm upgrade --to-mirror=<local repo:version>

Local Copy of
Update Image

Disconnected
OpenShift Cluster

Red Hat sourced
Update Image

Mirrored to 
local registry

Cluster 
updated locally

Customer Cluster

Disconnected “Air-gapped” Install & Upgrade

●
●

Installation Procedure
●
●

○

●

●

●

Overview
●

●

●

○



GENERAL DISTRIBUTION

Cluster Migration Openshift 3 To 4

● Deploy a replication of your applications from one OpenShift cluster to a different 
OpenShift cluster

● Enable cluster specific configuration from OpenShift 3 to work on a OpenShift 4 cluster

● Documentation on how to handle common network, storage, and machine/node re-use 
scenarios between OpenShift 3 and OpenShift 4 clusters

vSphere OpenShift 3.10 Cluster

Target PVs using NFS

S3 Bucket

Full Backup
Increment Diff  Backup
(like rsync)

AWS OpenShift 4.1 Cluster

New EBS PV based on restic 
restore and mount to migrated app

$ oc command

$ oc command



Cloud-like Simplicity, Everywhere
Full-stack automated operations across any on-premises,

cloud, or hybrid infrastructure

cloud.redhat.com

AWS VMware Bare Metal ...



Telemetry

Cluster1 … Clustern 
Customer XYZ

Cluster1 
Customer ABC

Telemetry data

Red Hat

Collects anonymized data from any OpenShift 4 cluster 
deployment

●

●

●

https://github.com/openshift/telemeter/blob/master/docs/data-collection.md


What's new in OpenShift 4.3

Connected Customer

Proactive support for customer issues

● Active upgrades

● Overall cluster health

● Firing alerts

● Node health

Driving a high quality product

● Monitor and improve upon the health of the 

customer base

● Prioritize engineering roadmap for platforms 

and prove they are improving over time

● Active monitoring of fast and stable channels



OpenShift Cluster Manager on cloud.redhat.com
Automatic registration of OpenShift clusters

OpenShift Dedicated cluster management

Azure Red Hat OpenShift

Hosted in the United States

https://docs.google.com/document/d/1oqaoAk_nXFRg4mM6cR733eYvGx9nEnkCccoETH9mQW8/edit#heading=h.7uoehwekfnk0


Moves from node management to cluster management

Dynamically adds and removes nodes

Connected to the same backend as Subscription Portal 
and Satellite

Removes OCP Infrastructure from the count

OpenShift Subscription Management 

https://docs.google.com/presentation/d/1W-A3FFYJxqXRMZH5T3qFlwBi_XKKOcA7wRH0tlZV2tQ/edit#slide=id.g5ccca33de2_1_142


A broad ecosystem of workloads
Operator-backed services allow for a

SaaS experience on your own infrastructure

Relational DBs

NoSQL DBs

Storage

Messaging

Security

Monitoring

AL/ML

Big Data

DevOps



Operators - Simplify Complexity 
Openshift Gains New Capabilities Every Day

OPENSHIFT 
PLATFORM

STORAGE

SECURITY

DATABASE

DATA SERVICES

APM

DEVOPS

AND MANY MORE TO COME...



Phase I Phase III Phase IV Phase V

Upgrades
Patch and minor 
version upgrades 
supported

Lifecycle
App lifecycle, storage 
lifecycle (backup, 
failure recovery)

Deep Insights
Metrics, alerts, log 
processing and 
workload analysis

Auto-pilot
Horizontal/vertical 
scaling, auto config 
tuning, abnormal 
detection, scheduling 
tuning...

Phase II

Installation
Automated 
application 
provisioning and 
configuration 
management

No need for operator Requires custom Operator built with SDK

The Value Of Kubernetes Operators
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OperatorHub In OpenShift 4

● Discovery/install/upgrade of Operators
● Community, Red Hat products, Certified ISVs
● Granular access via specific Projects

For Cluster Admins: For Developers:

● Developers can’t see admin screens
● Operator capabilities are exposed in Catalog
● Self-service management



Services Ready For Your Developers

New Developer Catalog aggregates apps
●

●

○

○

○

●

Self-service is key for productivity
●



GENERAL DISTRIBUTION

Operator Framework

Operators codify operational 
knowledge and workflows to 
automate life cycle management 
of containerized applications 
with Kubernetes

SDK LIFE CYCLE 
MANAGEMENT METERING



Build Operators For Your Apps

Ansible SDKHelm SDK Go SDK

Helm Chart Ansible Playbooks
APBs

Build operators from 
Helm chart, without any 

coding

Build operators from 
Ansible playbooks and 

APBs

Build advanced operators 
for full lifecycle 

management

OPERATOR
SDK



Operator Testing (scorecard v2)

● Operator tests now categorized as required/optional

● Configurable test selection and pass/fail behavior

● Ship Custom tests

Framework Integration

● Single command to deploy  OLM:
operatork-sdk alpha [install|uninstall|status] olm

Ansible-based Operator

● Support for Prometheus Metrics

● Uses UBI base-image

● Molecule-based e2e testing

Red Hat Operator SDK as of 4.3

Helm-based Operator

● Helm v3 support (starting SDK 0.14.0)

● SDK automatically generates RBAC for your chart

Golang-based Operator

● Generate OpenAPI spec

● Supporting Kubernetes 1.14

● Go module support

● Controller-runtime 0.2.0

● Support for Prometheus Metrics

● Upstreamed Operator SDK features into k8s

BROAD ECOSYSTEM OF WORKLOADS



Next wave of developer tools
OpenShift has all of the latest tools to make

your devs more productive

Code Containers

Service
MeshServerless



Red Hat Service Mesh

INFRA

INFRA OPS

SERVICE OPS

SERVICE

ANY
INFRASTRUCTURE

OpenShift Container Platform
(Enterprise Kubernetes)

Amazon Web  Services Microsoft Azure Google CloudOpenStackDatacenterLaptop

OpenShift Service Mesh
(Istio + Jaeger + Kiali)

ANY
APPLICATION

Service

CONTAINER

Service

CONTAINER

Service

CONTAINER

Service

CONTAINER

Service

CONTAINER



Key Features
●

●

●

●

●

●

Red Hat Service Mesh



Control Traffic Flow

MySQL Database

app.example.com

95% of tra
ffic

5% of traffic

backend-app (Java)frontend-app

backend-app (Go)frontend-app

makes call to

makes call to

Control flow of traffic between application components

v1

v2



What's new in OpenShift 4.3

Guided 
Configuration of 
Traffic Policies

CLOUD NATIVE DEVELOPMENT



Red Hat OpenShift And Serverless

Red Hat OpenShift Knative

Function as a Service

The leading enterprise Kubernetes platform
Automated Operations
Build an run anywhere (Hybrid Cloud)

Developer experience
APIs, CLI, service binding

Events Build Serving

Riff

OpenFaaS

Building blocks for serverless
Source-centric and container-based 

Red Hat Enterprise Linux or Red Hat CoreOS

Kubernetes

Automated 
Operations

Hybrid Install / Ops

Ops & Dev Consoles

Install / Upgrade

Security / Auth

Network / CNI

Storage / CSI

Kubeless
Azure 

Functions

Istio

Apache 
OpenWhisk

Operator Framework

RH MW Services 
(Operator backed)

ISV Services 
(Operator backed)

...



OpenShift Serverless + Azure Functions

OpenShift

OpenShift serverless

EventingServing

Kubernetes

Building blocks for 
Containers & 
Microservices

Functions as a Service



OpenShift Serverless in 4.3

Key features and updates

● Serverless Operator v1.3.0

● Knative v0.10 

● OLM dependency resolution for Service Mesh

● Dropped support for Kubernetes 1.14 (OCP 4.1)

Learn more

https://openshift.com/learn/topics/serverless

Knative Tutorial

CLOUD NATIVE DEVELOPMENT

https://openshift.com/learn/topics/serverless
https://redhat-developer-demos.github.io/knative-tutorial


OpenShift Serverless in 4.3
CLOUD NATIVE DEVELOPMENT

Traffic Split for Revisions



OpenShift Serverless

CLI & UI

Integration

CLOUD NATIVE DEVELOPMENT

OpenShift Serverless in 4.3



OpenShift Serverless in 4.3

Event Sources 
➔ KafkaSource
➔ CamelSource
➔ CronJobSource
➔ ContainerSource
➔ ApiServerSource

CLOUD NATIVE DEVELOPMENT



Cloud-native CI/CD with OpenShift Pipelines

CLOUD NATIVE DEVELOPMENT

● Based on Tekton Pipelines

● Runs serverless (no CI engine!)

● Containers as building blocks

● Build images with Kubernetes tools

(s2i, buildah, kaniko, jib, buildpack, etc)

● Pipelines portable to any Kubernetes

● Available in OperatorHub

● Tekton CLI



OpenShift Pipelines in OCP 4.3

CLOUD NATIVE DEVELOPMENT

● Git triggers (webhook)

● Automated RBAC setup

● Default curated tasks

● Pipeline metrics in Prometheus

● Pipeline samples and Task ref 
snippets in YAML editor



OpenShift Pipelines in OCP 4.3

CLOUD NATIVE DEVELOPMENT

● Default pipeline on app import 
(+Add)  in Dev Console 

● Pipeline objects in Admin Console 

● New Tekton CLI commands
○ Start pipelines
○ Start tasks
○ Create resources



●

●

○

○

●

○

○

○

○

CLOUD NATIVE DEVELOPMENT

Jenkins

https://github.com/jenkinsci/kubernetes-operator


CodeReady Containers: OpenShift on your Laptop

Provides a pre-built development environment based 
on Red Hat Enterprise Linux and OpenShift for quick 
container-based application development. Use with 
OpenShift on-premises or cloud.

New in 4.3:

- Automatic certificate rotation for internal 
node<->master communication

- 4.3 embedded GA version targeted for February 4th
- Ongoing updates with 4.2 z-stream updates
- Deprecated: removed VirtualBox support
- crc version outputs embedded OCP version number
- Many stability fixes around host networking

 $ crc setup
 Prepare your machine for running OpenShift
 
 $ crc start 
 Start with the Hyperkit 4.3 bundle

 $ crc status
 Get the status of the cluster

CLOUD NATIVE DEVELOPMENT



OpenShift Console
The future is now.

Extending the 
Console

Improve 
Observability

Developer 
Focused

Administration 
made easy



● Project Details

● Project Status/Health 

● Project External Links (Launcher)

● Project Inventory

● Project Utilization

● Project Resource Quota

● Project Activity (Top consumers)

Enhanced Visibility with the New Project Dashboard

Project-scope Dashboard gives 
Developer Clear Insights

Drill down in context from the new 
project dashboard widgets:

.

IMPROVE OBSERVABILITY



Expose Third Party App Console for Operator-backed Services

“Project-scoped” ConsoleLink CRD

● Customize the access to integrated 

project-scoped third-party user 

interfaces for your users.

● With the project-scoped external link 

launch mechanism, link in context to your 

interface.

“Cluster-wide” ConsoleLink CRD

● Easily integrate/onboard cluster-wide 

third-party user interfaces to develop, 

administer, and configure 

Operator-backed services.

EXTENDING THE CONSOLE



Add YAML Samples for a specific resource

Educate your Users with an 
Easy Way to Understand 
Kubernetes Resources

● You can now add cluster-wide 

samples to any Kube Resource 

with ConsoleYAMLSamples 

CRD.

● Each team that manages kube 

resources owns their samples 

and should make it part of their 

Operator.

● Any Operators can add YAML 

samples including Third-Party 

ISVs

EXTENDING THE CONSOLE



View Security Vulnerabilities with the Quay Operator

See all your Container 
Vulnerabilities right from the 
Console Dashboard

● Link out to Red Hat Quay for more 

in depth information

● The Quay Operator supports both 
On-premise and External Quay 
Registries

● Currently uses Clair for Security 
Scan; Planning to expand to other 
Vendors( TwistLock, Aqua, e.g. )

● Only works for images managed by 
Quay

EXTENDING THE CONSOLE



Deploy Applications streamlining flows

Deploy Image from Internal Registry 

● Allow for rapidly deploying with alternate paths

● No need to repush/pull images

DEVELOPER FOCUSED

Auto-detect builder image

● Recommends builder images based on detected 

language by git provider



Deploy Applications alternate deployment targets

● Default to Kubernetes Deployments

● Alternately can use OpenShift’s 

DeploymentConfigs or Knative Service 

(tech preview) objects

● Advanced options changes accordingly

DEVELOPER FOCUSED



Application Topology streamlined flows

DEVELOPER FOCUSED

● Toggle between List and Topology views

● Easily group applications

● Connect/bind applications easily

● Contextual actions

● Quickly delete applications



Service Binding easily connecting apps

DEVELOPER FOCUSED

● Leverages new ServiceBindingRequest and 

Operator to handle binding requests

● Easily create in Topology by dropping 

connector to valid drop target

● Injects config into source pod template as 

environment variables as a secret

● Pods are redeployed to pick up binding 

credentials

https://github.com/redhat-developer/service-binding-operator

https://github.com/redhat-developer/service-binding-operator


Project Details & Access

DEVELOPER FOCUSED

Project Access

● Simplify sharing projects

● Reduces to a simple set of Roles that 

developer frequently use

Project Details

● Quick access to current project details

● View dashboard for status and resource 

utilization

● Actions for edit or delete



Application Metrics

DEVELOPER FOCUSED

Quick access to key application metrics

● Use of Prometheus Query Language

● Easily build up queries and plot to visualize 

application and component trends



CONFIDENTIAL 


