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CLOUD & STORAGE



BUSINESS NEEDS CLOUD STORAGE
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STORAGE STRATEGIES



         STORAGE IS ALL ABOUT WORKLOADS !
   &

                            IT COMES IN ALL SHAPES AND SIZES !



STORAGE DESIGN

TARGET
 STORAGE 

ARCHITECTURE

Select data
protection method

Determine fault-domain
risk tolerance

Identify Capacity

Qualify need for 
scale-out storage 

Design for target 
workload IO profile(s)

Choose storage 
access method(s)



IOPS

Throughput

Capacity

IO Pattern

IO Size

Latency

Protocol

R/W %



BCP

Disaster Recovery

Backup / Replication

Reduced Costs

x-86 Architecture

Management

Monitoring

Hyper-convergence

Operations Advanced features

Thin Provisioning

Dedup/ compression
Erasure coding

STORAGE



OPENSTACK STORAGE



OPENSTACK NEEDS STORAGE



HYBRID STORAGE?
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  SHARED STORAGE



INTEGRATED STORAGE
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Hundred 
parallel 
downloads



INTEGRATED STORAGE

●
○
○
○

■

●
○
○

■
○

○



FUTURE-PROOF
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    IN A NUTSHELL



RED HAT CEPH STORAGE



ALL IN ONE

FILE OBJECT BLOCK

SOFTWARE-DEFINED STORAGE CLUSTER

iSCSI GATEWAY

NFS GATEWAY



Throughput Optimized
SSD, HDD in standard / dense chassis

Use Case: Rich Media

IOPS Optimized
NVMe SSD in SLED chassis

Use Case:  MySQL

Cost / Capacity Optimized
HDD in dense / ultra-dense chassis

Use Case: Active Archives

High MB/s throughput
Large, sequential IO

Read / write mix

High IOPS / GB
Smaller, random IO

Read / write mix

Low cost / GB
Sequential IO
Write mostly

CEPH IS NOT JUST SCALE OUT CAPACITY



DATA PROTECTION SCHEMES

OBJECT OBJECT

COPY COPY COPY

REPLICATED POOL

CEPH STORAGE CLUSTER CEPH STORAGE CLUSTER

1 2 3 4

ERASURE CODED POOL

X Y

FULL COPIES OF STORED OBJECTS
• Very high durability
• Quicker recovery

ONE COPY PLUS PARITY
• Cost-effective durability
• Expensive recovery



FEATURES & FUNCTIONALITIES



MULTI-SITE CONFIGURATION
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USER

CEPH OBJECT GATEWAY (RGW)

USER

CEPH OBJECT GATEWAY (RGW)

STORAGE CLUSTER
US-EAST

STORAGE CLUSTER
US-WEST



RBD MIRRORING

CINDER

CEPH BLOCK DEVICE (RBD)

CINDER

CEPH BLOCK DEVICE (RBD)

STORAGE CLUSTER
US-EAST

STORAGE CLUSTER
US-WEST
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BACKUP STRATEGIES
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RED HAT CEPH STORAGE 2
PERFORMANCE: BLUESTORE (TECH PREVIEW)



RHCS Test Drive : Hands-on Lab for Ceph
★ http://bit.ly/ceph-test-drive
 
RHCS Hardware Selection Guide
★ http://bit.ly/RHCS-hardware-selection-guide

RHCS Hardware Configuration Guide  
★ http://bit.ly/RHCS-hw-configuration-guide

MySQL on RHCS Reference Architecture
★ http://bit.ly/MySQL_DB-on-RHCS

RHCS on Intel CPUs and SSDs Config Guide
★ http://bit.ly/RHCS-on-Intel

RHCS Ready Supermicro Server SKUs
★ http://bit.ly/RHCS-SuperMicro-SKU

RHCS on CISCO UCS Servers
★ http://bit.ly/RHCS-on-Cisco-UCS

RHCS on QCT Servers Perf & Sizing Guide
★ http://bit.ly/RHCS-on-QCT

RHCS on Supermicro Servers Perf & Sizing Guide
★ http://bit.ly/RHCS-on-SuperMicro

RHCS on DELL EMC PE 730xd Servers Perf & Sizing Guide
★ http://bit.ly/RHCS-on-DellEMC-PE730xd

RHCS on DELL EMC DSS 7000 Servers Perf & Sizing Guide
★ http://bit.ly/RHCS-on-DellEMC-DSS7000

RHCS on Samsung Sierra Flash Array Perf & Sizing Guide
★ http://bit.ly/RHCS-on-Samsung-flash-array

RHCS Ready QCT Server SKUs
★ http://bit.ly/RHCS-QCT-SKU

RHCS on SanDisk Infiniflash
★ http://bit.ly/RHCS-on-Sandisk-Infiniflash

RHCS and RHOSP HCI Ref. Arch
★ http://bit.ly/RHCS-RHOSP-HCI

RED HAT CEPH TECHNICAL REFERENCES



BETTER TOGETHER



THANK YOU
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